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Abstract

This article aims at identifying and characterizithg different configurations of the relevant fastaoelated to
administrative procedures, in order to learn altbeir behavior, and so about decision-making preegsDelays in
administrative circuit concretion, users dissatiita and lack of autonomy are among the problessdéading to
the diagnosis of the situation, so as to detecebbments playing key parts in said scenario.

Data analyzed was collected from files and notésméttied by the middle management, i.e., pedagogiceds and
departments at a Higher Education institution igeftina, the School of Economic and Social Sciene€gysS, of
the Universidad Nacional de Mar del Plata, UNMdiPotighout 2002 - 2005.

Knowledge acquired through data mining techniquesheir character of strategic knowledge, turns twube
potentially useful in the diagnosis of administvaticircuit problematics in university environmenBesides, it is
particularly beneficial in institutional decisionaking processes, promoting plan of action deignafoefficacious
administrative management.
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) The Coordination Departménis in charge of entering
1. Introduction in the information system the procedures initiated
Entering of documents such as files and notes lagid t decisions taken on a centralized basis, i.e., ndies,
corresponding transfer to the offices making up thpasses and resolutions entered by the sectors/et/ah
administrative circuit demands the attention ofup®of the administrative circuit. In this way, informatids
people working in different organization sectorsreadily available for the whole academic unit tigbu
through an application process organized accortling client/server applications. Paper documents foltbeir
administrative process technigques [9]. due course through all the offices so requestirgith
In Academic Units, decisions are taken based on tfide need to enquire about the causes resulting in
proceedings appearing on files or notes, in whigbhe administrative procedures slow down as well as abou
area making an opinion does so based on a differgmocedures complexity arises from several quetigsen
rationality. The Teaching Department, for instardmgs Coordination Department and from users reiterative
so on the basis of the staff: Administrative radility; complaints for circuit delays and lack of autonomy
the Academic Department safeguards the qualithef t notes and files location and follow-up. Data minisg
teaching-learning process: Academic—Technicalpplied to that end [4].
rationality; and finally the Coordination Departrben A solution proposal based on the knowledge stemming
based on budget appropriation: Economic ration@ity
The Academic Council, the highest decision-making
body takes the final decision on the basis of ladlse 1.The Coordination Department is in charge of néogi and
recommendations as well as on its poIiticaI raﬁma for\_/ve}rding circuit not_es and files to the otherteeed in the Academic
alnays in view of the fulfiment of the Academicny Ut e vl ne ureof e documat hares e
final objective. Academic Council, the highest decision-taking bouthe School.




from databases will allow not only to take into
consideration the administrative procedures owBR. 1 Data Preparation and Variables Definition
characteristics, but to wuse different approachinlhe data used in this article was collected frofilea
strategies in view of the wide array of chanceslabke, and note follow-up system of the FCEyS, UNMdP,
rather that a set of standard actions [5]. corresponding to the 2002 — 2005 time period. The
research was carried out on a total of 601 cases.

) The procedures dealing with unprogrammed decisions
2. Knowledge Extraction from Databases were excluded, such as new degree programs, fogbei
Technological advances, low costs in data storagk aabove all, complex circuits. Analysis units withomg
basic processes informatization have enabled greatincomplete data were also excluded from thidystu
volumes of data availability in organizations. Along these lines, work started with the notes sittieoh
This data constitutes the basis for the acquisitén by the middle management to the Academic Unit:
useful information in decision-making processeseseh knowledge areas and departments, selecting those
data transformation processes into information amocuments treated by the Academic Council. Middle
usually within the scope of statistics. Currenthew management, so described, makes up the categdries o
techniques such as data mining are being implerdentéhe variable Sector, coded from 1 to 12 on accadint
which allow to reveal behavioral patterns or hidaéewl information confidentiality reasons.
implicit data relationships. Variables selection was supported by the followittng:
Data mining (DM) proceeds in the inverse order ifectorin which the administrative procedure arises, the
compared to scientific method. To begin with, DMcharacterof the note submitted, ttietal delay,meaning
formulates hypotheses and then designs the expariméhe time required to fulfill a given procedure ihet
to collect the data either confirming or refutinget Academic Unit, from the moment it is started to its
hypothesis constructed. In DM, data is first comgbil resolution by the Academic Council, tirgernal delay,
and then possible valuable associations or linkss ameaning the time elapsed between procedure ioitiati
awaited in order to make decisions. in the Academic Unit and its referral to the Academ
Data mining, through predictive and descriptiveCouncil; and theorder or complexity of the internal
relationships finding and quantification from rawta, circuit, meaning the number of passes the document
allows to transform data into knowledge of use imndergoes through the different sectors until finally
decision making. A classic definition of data miiis  resolved by the Academic Council.

as follows: “.. a stage within knowledge discoverylhe taxonomy herein proposed of the documentsehter
process. It refers to algorithms application toagbtlata to be treated by the Academic Council is as follows
patterns” [2]. notification, designation and resolution dependinghe

Ever since 1989, the term knowledge discoverystart required decision-making level. The notificatiorvdé
be applied to databases, making reference to tke@compasses notes reporting and informing the
knowledge search process in data bases, espewidlly Academic Council on different issues. The desigmati
regard to optimum methods of data mining [2]. level concerns with staff designations; and theltg®n
Discovery is a type of unsupervised knowledgdevel with master agreements, extension activitiad
induction, which, on the one hand, implies the gedor  postgraduate studies.
interesting regularities among input data; and e t As far as application domains are concerned, bt
other, the formulation of rules describing them [7] and internal delay constitute time periods whose values
A classic taxonomy divides data mining techniques i range from 0 to 265, and from O to 158 days,
two types: supervised or predictive and unsupedvise respectively; whereasrder values range from 0 to 11.
descriptive. Supervised techniques predict the evalfi
an attribute or of a data set from data of knowR.2 Cluster Analysis
attributes. A relationship between the attributel sime  Once the relevant variables and categories, eldtent
already existing attributes is induced. Unsupediiseor manifested, have been defined for the analysis,
techniques discover data behavioral patterns making administrative  procedures start being classified,
use of historic data [2]. grouping them in clusters through cluster analysised
Among the predictive algorithms are those which lsan upon the scores of the variables employed [3].
classified, such as decision and regression tdemeng This multivariate technique enables to classifyectg or
unsupervised algorithms, on the other hand, aisdividuals when neither the groups to be formedthe
association rules and clustering mechanisms. number is known a priori. Group formation is cadrie
out in such a way that, with regards to the distidn of
the variables values under study, each clustes imuch
3. Description of the Employed M ethods homogeneous as possible; still being different agnon



themselves. Objects, in this particular case, d&e tCluster 2: 24.0%

administrative procedures started in the Academmiit.U Cluster 3: 19.1%

Given the quantitative and qualitative charactetthef Cluster 4: 20.1%

variables under study, the two-step analysis waBluster 5: 12.1% and

employed available in the SPSS Statistics SoftwHne. Cluster 6: 19.5%,

two-step analysis employs log-likelihood as distancrespectively, of the cases analyzed.
measure, which assumes that variables in the moc

cluster are independent; categorical variables have

multinomial distribution; and continuous variables Size of conglomerate
normal distribution. Said variables are standadlize
the analysis [10].

To determine the best number of -clusters, eac
clustering solution is compared by means of Schwar:z
Bayesian criterion, BIC [1] [11]. Said criterion is
calculated for each potential number of clustehg t
smallest BIC values representing the best models.

To validate the solution obtained, a discriminating
analysis was employed, in which the dependent bigria
is a new variable generated from the two-step aigly
which determines each case belonging to the clust
created; and the independent variables those used
clustering definition [8].

A series of variables and categories is herein gseg,
some of them latent and other manifested, whiobnisht
to represent the most relevant shades; and of whare

is availability of administrative procedure infortizm.

4. Exploratory Analysis Table 1. Two-step Analysis Cluster Configuration.

Cluster size
4.1 Cluster Analysis
Regarding document selection, the ones chosen weamith a view to determining the qualitative variable
those corresponding to middle management, as thategories distinguishable in the analysis, TaBlaad 3
sector where administrative procedures get staviétl, illustrate the diverse modalities of the categdrica
conclusion date; i.e., the analysis is carried autthe variables employed as well as their contributioreach
population. cluster formation.
A weak to moderate correlation was found between thn the relevance analysis of each variable in elust
quantitative variables employed in the analysisve@i determination, qualitative are distinctly distingjued
the fact that the analogy identified in the vanésbis not from quantitative variables and each of them is
lineal, making up a points cloud instead; and gitle® presented in order of decreasing importance. Ohee t
analysis robustness, it is possible to consides thiariables exceed the critical line in a positiveywie.,
association between the variables under study. values above cluster mean; or negative way, ia@ues
As it could be a priori assumed that internal detayld  below cluster mean; they become meaningful in this
be contained in total delay, a strong correlationld be analysis.
established between them. In fact, such relatignghi Qualitative and quantitative variables contribution
explained by the variable contemplating the delagach conglomerate size can be appreciated in T8bles
between the procedure reaching the Academic Coundi] 5, 6, 7 and 8. In accordance with the signifieanf
and its actual resolution, a variable not considere each variable in the cluster formation, a name gixsn
cluster analysis, with a positive correlation B15. to each group on the basis of the main revealefilgaro
The two-step analysis reveals six clusters depiictéde
sectors diagram in Table 1. They are identifiechwit
Cluster 1: 5.2%



Conglomerate

1 2 3 4 5 6 Combined

1 Frequency 0 0 5 16 1 0 22
Percentage ,0% ,0% 22,7%| 72,7% 4,5% ,0% 100,0%
2  Frequency 2 12 10 0 0 0 24
Percentage 8,3%| 50,0%| 41,7% ,0% ,0% ,0% 100,0%
3 Frequency 0 18 3 0 0 0 21
Percentage ,0% 85,7%| 14,3% ,0% ,0% ,0% 100,0%
4 Frequency 2 30 30 0 2 0 64
Percentage 3,1%| 46,9%| 46,9% ,0% 3,1% ,0% 100,0%
5 Frequency 2 33 5 0 1 0 41
Percentage 49%| 80,5%| 12,5% ,0% 2,4% ,0% 100,0%
6 Frequency 5 18 4 0 7 0 34
Percentage 14,7%]| 52,9%| 11,8% ,0% 20,6% ,0% 100,0%
7  Frequency 4 0 8 13 1 0 26
Percentage 15,4% ,0%| 30,8%| 50,0% 3,8% ,0% 100,0%
8  Frequency 9 0 30 33 11 0 83
Percentage 10,8% ,0% | 36,1%| 39,8%| 13,3% ,0% 100,0%
9 Frequency 4 0 8 59 38 0 109
Percentage 3,7% ,0% 7,3%| 54,1%| 34,9% ,0% 100,0%
10 Frequency 2 0 10 0 0 117 129
Percentage 1,6% ,0% 7,8% ,0% ,0% 90,7% 100,0%
11 Frequency 1 19 2 0 11 0 33
Percentage 3,0%| 57,6% 6,1% ,0% 33,3% ,0% 100,0%
12 Frequency 0 14 0 0 1 0 15
Percentage ,0% 93,3% ,0% ,0% 6,7% ,0% 100,0%

Table 2. Modalities adopted by the categoricalalda Sector and its contribution to each clustemédion.

Conglomerate

1 2 3 4 5 6 Combined

Notification Frequency 8 0 115 0 0 0 123
Percentagp ¢ 5o, 0%| 935% 0% 0% 0% | 100,0%

Designation Frequency 13 144 0 121 0 66 344
Percentadd 5 g0l 41,9% 0%| 352% 0% | 192%| 100,0%

Resolution Frequency 10 0 0 0 73 51 134
Percentagd 4 5oy, 0% 0% 0%| s545%| 381%| 100,0%

Table 3. Modalities adopted by the categoricalatdd Character and its contribution to each clustenation.
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Table 4. Cluster 1: Qualitative and quantitativeialsles in cluster formation.

Complex and long-term sectorized procedurébey three types of notes, and, in a lesser extent, aftm
feature the highest total delay, internal delay ansectors. The most meaningful qualitative variabklé¢hie
complexity values, with a minimum composition oéth sector.
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Table 4. Cluster 2: Qualitative and quantitativeialsles in cluster formation.

Sectorized complex designation procedureBhey and sectors 2, 3, 4, 5, 6, 11 and 12, speciafiya8)d 12.
feature high complexity, low internal delay and ltotal Both qualitative variables are meaningful, spegidiie
delay. They include nearly half of the designatimtes sector



Conglomerate 3 Conglomerate 3

I 1 1
| | I
ORDER 1 |
I 1 I
Caracter I I :
INTERNAL DELAY 1 I
0 1 |
Sector I 1 1 L
TOTAL DELAY 1 i .
- - 1 1 Ciritical value
l I LN ]
I Critical value o
o 2 1 [
g O s O
§ Contrast statistics g Contrast statistics

0 100 200 300 400 500 gL A0 34

Chi-square Student-t

Table 5. Cluster 3: Qualitative and quantitativeiatsles in cluster formation.

Quick and simple notification procedures in theeinal as most sectors, except for sector 12, especialdy, Z
circuit. They feature very low complexity and internaland 8. Both qualitative variables are meaningful,
delay. They encompass most notification notes db wepecially character.
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Table 6. Cluster 4: Qualitative and quantitativealales in cluster formation.

Sectorized quick designation procedures in therfir@le than one third of designation notes and sectors, B
circuit. They feature very low internal delay, low totaland 9, especially sector 1. Both qualitative vdealare
delay and moderate complexity. They comprise momaeaningful, specially sector.



Conglomerado 5 Conglomerate 5
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Table 7. Cluster 5: Qualitative and quantitativealales in cluster formation.

Sectorized quick resolution procedures in the maér the resolution notes and are localized in sectp# b,
circuit. They feature very low internal delay and6, 7, 8, 9, 11 and 12, mainly in sector 9 and 14thB
moderate complexity. They comprise more than half aqualitative variables are meaningful, speciallyrelster.
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Table 8. Cluster 6: Qualitative and quantitativeiatsles in cluster formation.

Sectorized rapid and simple procedurdey feature obtained, a confusion matrix of the discriminating
very low internal delay, low complexity and low @bt analysis (Table 9) was generated between the fetreca
delay. They comprise approximately one fifth of thelusters and the new discriminating analysis végiab
designation notes, and more than one third of thHEhis comparison yields an 83% of correct assignatio
resolution notes. They almost exclusively inclutbe t rendering an acceptable analysis goodness.

totality of sector 10 notes. The most meaningful

qualitative variable is the sector.

A total of 83% of the cases originally grouped were

correctly classified. In order to validate the miode



Clusters Forecast Group Total

Original 1 2 3 4 5 6
1 24 2 2 0 3 0 31
2 1 104 0 31 0 8 144
3 0 0 115 0 0 0 115
4 0 34 0 84 0 3 121
5 0 0 0 0 73 0 73
6 0 0 0 7 11 99 117

Table 9. Confusion Matrix of the discriminating &rsis.

) said technologies. Knowledge resulting from
Conclusions administrative circuit characteristics will enalidecount
This research carried out based on data mining fon a valuable tool in the decision-making process
knowledge discovery has allowed the constructioarof regarding area management.
administrative  procedure typology, taking intoTo sum up, the significance of identifying lines of
consideration its composition through relevantatalés behavior differentiating clusters is noteworthy, so
and categories. The relationship resulting fromdat, indicating the diversity of administrative proceesr
despite yielding a diversity of associations, alote characteristics. Said diversity should be takerp int
adopt measures in agreement with the detectednsideration in the development and applicatiothef

problematic and situations. organization policies and strategies, in orderttermate
Below are the main conclusions drawn: present differences and improve the development of
e Greater delay and complexity procedures ariseeaker sectors.
especially from specific sectors. This paper intends to provide an answer to theigsier

o Designation notes, despite their greagrising from the characteristics and behavior of
complexity, are promptly treated internally asadministrative procedures. A future line of stuayuid
well as in the Academic Council. Given theconcentrate on predictive nature questions made
nature of the note, most of these procedures aregarding already started procedures.
delivered by hand. The complexity of these
types of notes lies in the administrativeBibliography
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