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Abstract. With the proliferation of surveys for almost every issue governing our life with various pa-
rameters and a variety of data, it becomes necessary for a researcher to unify these data followed for
extracting inferences from the survey. Data from quantitative surveys are clustered to reveal respondents’
divergent and dominant tendencies. It aims to investigate the general trends among the respondents’ cat-
egories. Due to the unique characteristics of survey data, popular clustering techniques based on value
similarity are inadequate. In this paper, we attempt to unify the numerical data with the ordinal data
of a survey. We model the data with a Gaussian distribution; therefore, we first convert the numerical
data to ordinal data following the distribution; this may be the governing attribute for deciding the clus-
ters. Then, we use K-means clustering with varying numbers of clusters. We implement the proposed
methodologies on real survey data and compare the clustering efficiency. More crucially, it appropriately
uses the ordinal attributes order information and numerical attribute statistical information for cluster-
ing. Extensive testing demonstrates that the suggested unification works better on real data sets than its
contemporaries.
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1 Introduction

Entrepreneurs have shaped the world in every aspect.
We thought about attempting to comprehend the fun-
damental characteristics of what makes a great en-
trepreneur. Numerous opportunities are presented by
entrepreneurship to the entrepreneur as well as to soci-
ety. Entrepreneurs are transforming the world; a uni-
verse venture needs an environment to sustain it. Since
a shortage of entrepreneurs can have a direct detrimen-
tal influence on the economy and slow down the devel-
opment agenda in the nation, the lack of entrepreneurial
skills and desire among university students raises wor-
rying concerns. For startup founders and the general
public, entrepreneurship offers up a world of oppor-

tunities and doors, and we aim to use machine learn-
ing algorithms to address the issue of the lack of en-
trepreneurial ability [30, 33]. With certain ages of uni-
versity students, their interests can be grouped into ed-
ucational backgrounds towards getting income through
entrepreneurship [27, 6, 32]. This process may be done
through clustering [19].

A given clustering method’s usefulness depends on
the viewers’ perspectives [24, 31]. The appropriateness
of the qualities of the data will determine the cluster-
ing strategy. For non-convex data, partition-based clus-
tering techniques like K-means are inappropriate [1].
DBSCAN and other distribution-based clustering tech-
niques are inappropriate for sparse collections with dif-
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ferent densities. When comparing values, most of these
clustering techniques use aggregate statistics, such as
mean, variance, and others, deemed improper for be-
havioral research. The poll results have unique char-
acteristics, like a fixed limited range of ordinal val-
ues and related data presented in the form labels for
groups [10, 21, 3].

Most value-based clustering techniques are inappro-
priate for survey data because of these characteristics.
On the other hand, pattern-based clustering is relevant
in these scenarios as patterns in survey data represent
the marking habits or behavior of the respondents [26].
Value-based clustering is preferable due to its simplic-
ity and processing efficiency. The current pattern-based
clustering techniques are created for particular appli-
cations and data types, such as microarray analysis of
gene expression data [11]. Therefore, the quantitative
survey data cannot be clustered using the current pat-
tern clustering algorithms [20]. These factors need a
particular clustering technique for correctly segregating
quantitative survey data [4]. However, the simultaneous
gathering and analysis of numerical and ordinal data
in a single study make it a tedious task to find skilled
entrepreneurs through different clustering techniques.
Thus, in this paper, we apply the Gaussian distribution
policy to unify these data. We compare the results of
this unification through K-means clustering.

The rest of the paper is organized as follows. Sec-
tion 2 gives a brief description of related work. The
proposed method is explained in Section 3. The used
dataset is described in Section 4.1. Analysis of the clus-
tering results is included in Section 4.2. The discussion
of the proposed method, along with the future work, is
described in Section 4.3. Section 5, finally, concludes
the findings of this work.

2 Related Work

Here, we take a more systematic approach and concen-
trate on issues such as entrepreneurs’ category, pattern-
based, and arbitrarily oriented clustering. Our method-
ical perspective is based not on the application situa-
tions but rather on the inherent methodological varia-
tions among the numerous families of techniques based
on diverse spatial intuitions. As a result, we work to in-
corporate methodologies’ fundamentally diverse points
of view into our intuition for patterns in the data.

2.1 Stakeholder and Entrepreneur in Higher Edu-
cation

Universities worldwide must carefully reevaluate their
place in society and their interactions with many con-

stituencies, stakeholders, entrepreneurs, and communi-
ties. Using entrepreneur analysis as a tool to help col-
leges categorize entrepreneurs and ascertain the signif-
icance of each group. Universities are increasingly ex-
pected to take on the third mission and interact with
local and industrial partners. While government ini-
tiatives and incentive programs aim to motivate uni-
versities to engage with the outside world more, there
are still some significant obstacles to these connec-
tions. Universities must carefully choose their stake-
holders and determine the correct degree of differentia-
tion to fulfill their responsibility towards entrepreneur-
ship [12]. The internal and external stakeholders’ im-
pressions of scenarios for the quality assurance of stake-
holder interactions are based on interviews and expert
panel data. It focuses mainly on examining how insti-
tutions might balance the perspectives of internal and
external stakeholders for quality assurance. The find-
ings demonstrate that developing adaptable quality as-
surance procedures that balance the institutions’ aca-
demic and entrepreneurial goals is a crucial problem for
higher education institutions [18].A method of moni-
toring people experiencing psychological disturbances,
particularly stress. The sentences taken from social net-
works are mood-filtered and graded using a sentiment-
analysis methodology that considers factors like gender
and age. The solution alerts authorized parties of the
users’ emotional changes. This may help to depict the
behavior of an entrepreneur [28].

2.2 Pattern and Direction Based Clustering in High
Dimensions

The goal of clustering is to divide datasets into groups,
where objects within the same group are similar to
one another in terms of a particular similarity, and
objects within separate groups are dissimilar. Even
though clustering is generally a rather dignified prob-
lem, new strategies have been proposed to address the
challenges posed by using modern automatic data gen-
eration and acquisition capabilities in increasing ap-
plications, which produce a large amount of high-
dimensional data [14, 16]. The use of distance mea-
surements is crucial in cluster analysis. Only so many
distance metrics work well for all kinds of cluster-
ing issues. Kumar et al. measured ten distinct dis-
tances tested against eight different clustering tech-
niques. Three criteria were used to calculate the dis-
tance measurements’ quality: accuracy, inter-cluster,
and intra-cluster distances. The nature of the data and
the clustering methods affect the effectiveness and qual-
ity of various distance measurements [17]. The spec-
tral technique performed exceedingly well when the
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adopted methods were used in their default configura-
tions. The pCluster paradigm finds use in various con-
texts, including e-commerce applications like collabo-
rative filtering and the handling of scientific data like
the DNA microarray [36]. A brand-new measurement
called the Video Complexity Index (VCI) takes both the
spatial and temporal video properties into account [25].

Data from quantitative surveys are clustered to re-
veal respondents’ divergent and dominant tendencies. It
aims to investigate the general trends among the respon-
dents’ categories. Popular clustering techniques based
on the similarity of values are inadequate for survey
data because of their unique characteristics. Separat-
ing the replies based on marking patterns is an efficient
way to determine the prevailing behaviors since mark-
ing patterns in survey data represent respondent behav-
ior. To produce meaningful results, quantitative survey
data must combine the advantages of both value-based
and pattern-based approaches [29, 15].

2.3 Gaussian Distribution with K-means Shift

Using mixtures of multivariate normal inverse Gaus-
sian (MNIG) distributions, skewness, and heavy tails
in data can be detected and grouped. The number of
components must either be known a priori or calcu-
lated a posteriori using a model selection criterion af-
ter generating results for a range of potential compo-
nent numbers to perform cluster analysis using a typ-
ical finite mixture model framework. Different model
selection criteria, however, can cause different numbers
of components to produce uncertainty. For the mixes
of MNIG distributions, the Dirichlet process mixture
model is suggested [5]. A general technique for view-
ing the outcomes of model-based clustering in a Gaus-
sian approach was presented by Biernacki et al. Be-
cause it solely relies on the distribution of classifica-
tion probabilities, this method enables the display of
any model-based clustering performed on any data. It
allows for the interpretation of model-based clustering
findings but not for choosing the most effective cluster-
ing technique (choosing a clustering method has to be
performed before through a classical model selection
process). This makes it different from the exploratory
visualization methods that are frequently used [2].
The best-known clustering algorithms, such as iterative
(K-means, random swap, expectation-maximization),
hierarchical (pairwise nearest neighbor, split, split-
and-merge), evolutionary (genetic algorithm), neural
(self-organizing map), and fuzzy (fuzzy C-means) ap-
proaches, are used in the parametric Gaussian mixture
model (GMM) and non-parametric vector quantization
(VQ) models [13].

A non-parametric, iterative method called the mean
shift (MS) algorithm has been used to identify modes
in an estimated probability density function (pdf).
Youness Aliyari and Ghassabeh established the se-
quence convergence produced by the MS algorithm for
an estimated pdf with isolated stationary spots. They
provide an applicable requirement for secluded inac-
tive areas in the Gaussian kernel-estimated pdf [7]. An
established method for categorizing multivariate obser-
vations is K-means clustering. To understand which
variables define clusters, it is observed that the resulting
centroid matrix of clusters by variables. However, the
centroid matrix may only sometimes accurately repre-
sent between-cluster differences. By reducing the total
within-cluster deviation of the n partitions in the hier-
archy, HMC generates a set of nested partitions using a
centroid-based model estimated by least squares [35].

2.4 Unification of Data

Emphasis on the difficulties of unification rather than its
advantages, with particular attention paid to long-term
economic growth and the practicalities of societal and
political integration. The extent to which word choice
cognition of unification is still unknown [23]. There
are many categorical data types, including text data,
DNA sequences, and Census Bureau data. While such
data are simple for humans, many classification sys-
tems, like support vector machines and others, cannot
directly use them because they require the underlying
data to be expressed numerically. Most learning tech-
niques today transform categorical data into binary val-
ues, which could lead to excessive dimensionality and
sparsity. CNFL employs eigendecomposition to trans-
form the closeness matrix into a lesser space, which
may be used to represent examples for classification or
clustering. It first uses simple matching to determine
proximity between instances [9]. It is easy to pose use-
less queries during any data analysis. Understanding
data scaling might occasionally make it easier to spot
gibberish, but we must use the proper logic.

We begin with the data and our hypotheses about
the circumstances underlying the data rather than bas-
ing the choice of statistical procedures on the scale type.
What we seek to discover from the data informs how
we conduct the data analysis [34]. Two common clus-
ter analysis issues exist in selecting the group sizes and
the scale invariance; Giordan and Diana proposed a
novel clustering technique explicitly designed for or-
dinal data. A multinomial model, a cluster tree, and
a pruning approach are used to group the objects. Us-
ing simulations, two types of pruning are examined [8].
The decision tree algorithm supports categorical and
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numerical variables by calculating a target based on the
defined rules. This property is used to propose a new
hybrid model that combines a decision tree with a dif-
ferent regression technique to assess mixed data. GA,
which optimizes the new cost function, is the algorithm
utilized to produce accurate clustering results. We may
compare and determine if a GA-based clustering algo-
rithm is workable for high dimensional data collections
with mixed features [22]. An innovative distance met-
ric that preserves the order link between ordinal values
while measuring the intra-attribute distances of nomi-
nal and ordinal characteristics in a unified manner. An
entropy-based distance metric for ordinal attributes was
devised to estimate the distance between categories of
an ordinal attribute, which uses the underlying order in-
formation. The next step is to generalize this distance
measure and suggest a single one that applies to ordinal-
and nominal-attribute categorical data [37].

3 The Proposed Method

A probability distribution that is symmetric about the
mean is the normal distribution. It is also called the
Gaussian distribution. It demonstrates that data close to
the mean occur more frequently than data far from the
mean. Its probability density function’s general form
is:-

f(x) = 1
σ
√
2π

exp
(
− 1

2

(
x−µ
σ

)2 )
,

where the parameter µ is the mean, while the parameter
σ is its standard deviation.

Diagram of Workflow .png

Figure 1: Block Diagram of the Workflow.

When the survey data are collected, more than one
data type may be collected. These may be ordinal, nu-
merical, or nominal. All types of data have an impact
on survey research. If we can include all data types and
deduce our results, they will be more authentic and ben-
eficial. Here in this work, we consider two data types

among many more which are numerical and ordinal.
Now come to further inferences from these datasets, we
unify them. We will map numerical data on ordinal data
to get better results. So in this process, we distribute the
numerical data according to Gaussian distribution. The
whole process of the work is shown in Figure 1 and de-
scribed as follow:-

1. Preprocessing:- The collected survey dataset
through a questionnaire is filtered. The data is seg-
regated into two parts.

(a) Numerical valued attributes

(b) Ordinal valued attributes

2. Gaussian Distribution:- The numerical data is
converted into ordinal data, which follows the
Gaussian distribution. The numerical data may be
(Age in this work) or may not be (Income in this
work) Gaussian distributed in the original survey.
If the distribution is not Gaussian, arrange the par-
ticular attribute’s minimum to maximum range in
non-decreasing order. Decide the separable crite-
ria for each range (in the original survey) and count
the number of instances accordingly. A recursive
procedure called to find the more appropriate com-
bination of distribution towards Gaussian distribu-
tion (for ordinal data conversion).

3. Unification:- Gaussian distributed ordinal data
obtained from numerical data is merged with or-
dinal data.

4. Clustering:- K-means is applied to the original
and new ordinal datasets. In this process, four to
nine clusters are made.

5. Comparison:- The comparison is made on effi-
ciency (correctness) and the number of instances
in clusters (compactness).

4 Results and Analysis

4.1 The Dataset

In this work, we have used the dataset collected from a
survey. This dataset is compiled from a university stu-
dents’ survey on acquiring a habit of an entrepreneur
with their Income. This dataset is collected for research
purposes. There are 219 responses in this dataset. The
distribution of respondents under EducationSector is
given in Table 1:-

This dataset comprises ten features in the form of
attributes, i.e., Age (A1), Perseverance (A2), Desire-
ToTakeInitiative (A3), Competitiveness (A4), SelfRe-
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Table 1: No of Respondents in each category

EducationSector
No of

Respondents
Art, Music or Design 21

Economic Sciences, Business
Studies, Commerce and Law 32

Engineering Sciences 123
Humanities and Social Sciences 5
Language and Cultural Studies 1

Mathematics or Natural Sciences 4
Medicine, Health Sciences 10

Others 20
Teaching Degree (e.g., B.Ed) 3

Total 219

liance (A4), StrongNeedToAchieve (A6), SelfConfi-
dence (A7), GoodPhysicalHealth (A8), Income (A9),
and EducationSector. Age and Income are numerical
data. Perseverance, DesireToTakeInitiative, Compet-
itiveness, SelfReliance, StrongNeedToAchieve, Self-
Confidence, and GoodPhysicalHealth are in ordinal
data. EducationSector is categorical data. The abbre-
viations used in this work are given in Table 2. All
these attributes, along with their overall and attribute-
wise mean received from the survey, is given in Table 3.

Before going to the result section, we ensure the ap-
propriate modeling of the data and the impacts of this
process on the clustering results. The following steps
are taken:

1. Data Preprocessing / Feature Extraction: It in-
cludes handling missing values and selecting nu-
merical and ordinal values only for the whole pro-
cedure. ( First step of proposed method)

2. Normalization and Standardization: It brings
the data to a common scale. (Second and third step
of proposed method)

3. Model Selection: Because of the nature of the
data ( Numerical and ordinal), K-means is best
suitable for clustering analysis. (Fourth step in
proposed method)

4. Evaluation and Validation: After applying the
K- means clustering algorithm, the results must be
evaluated and validated. Internal validation mea-
sures such as silhouette score or Dunn index can be
used to assess the clustering quality. But we have
used external validation. We use the stakeholder
theory [29]; for ground truth, we use Table 1.

Table 2: Abbreviation used for EducationSector

EducationSector Abbreviation
Art, Music or Design AMD

Economic Sciences, Business
Studies, Commerce and Law ESBSCL

Engineering Sciences EC
Humanities and Social Sciences HSS
Language and Cultural Studies LCS

Mathematics or Natural Sciences MNS
Medicine, Health Sciences MHS

Others OT
Teaching Degree (e.g., B.Ed) TD

4.2 Results

In this survey, we have two numerical valued attributes.
One is Age, and another one is income. We apply the
proposed Gaussian distribution to these two attributes.
It is important to note that our goal is to show that clus-
tering may be used more broadly and to evaluate the ef-
fectiveness of this strategy when we include a Gaussian
distribution compared to a statistical strategy based on
distance metrics. We divide our analysis into two parts.

In the first part, we unified the Age and Income at-
tributes. Figure 2 shows the age unification, and Fig-
ure 3 shows the income unification. The original age
attribute is not fully normally distributed, and the orig-
inal income attribute is very random in nature because
of its uniqueness. After applying the Gaussian distribu-
tion method, we can easily map these data on ordinal
data.

In the second part, we find the impact of mixing
the proposed method in terms of efficiency. Here, we
took the attributes one by one. And mix them with the
remaining dataset. Figure 4 shows the comparison of
the efficiency of clustering. We use the K-means algo-
rithm for clustering. First, we took only age attribute
and compared it with the original dataset after cluster-
ing. Then, we add income attributes and compare the
results with the original dataset again.

For the analysis of the proposed methodology, we
have used performance metrics which is the stake-
holder’s theory [29], as we have already mentioned ear-
lier in the dataset subsection. This theory validates our
assumption that the number of respondents correspond-
ing to their EducationSector should be in the same clus-
ter. We formulate the efficiency of the clustering ap-
proach as follows:

η = NC

NT
,

where η is the efficiency, NC are the number of cor-
rectly clustered instances and NT are the total number
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Table 3: Overall and attribute-wise mean

EducationSector Attributes
A1 A2 A3 A4 A5 A6 A7 A8 A9

AMD 20.33 3.19 3.38 3.43 3.57 3.76 3.67 3.38 58799.57
ESBSCL 19.56 3.38 3.72 3.47 3.75 4.09 3.56 3.63 73727.63
ES 19.74 3.38 3.72 3.72 3.81 4.02 3.62 3.61 71495.71
HSS 19.60 3.40 3.60 3.00 4.00 3.80 3.60 3.60 81794.4
LCS 19.00 3.00 5.00 3.00 3.00 5.00 5.00 2.00 50601
MNS 18.75 3.00 3.25 3.25 2.25 3.00 3.25 3.75 65225.5
MHS 19.60 3.40 3.20 3.40 3.90 3.60 3.50 3.70 91045.4
OT 20.00 3.25 3.35 3.45 3.45 3.35 3.30 3.30 72838.8
TD 19.00 4.00 3.67 3.67 3.67 4.00 3.33 3.67 55957.00
Overall 19.75 3.35 3.62 3.59 3.72 3.91 3.58 3.56 71432.07

(a) Original Distributed

converteddata5.jpg
(b) Normal Distribution

Figure 2: Conversion Comparison of Age attribute on 5-point Likert
scale

(a) Original Distributed

(b) Normal Distribution

Figure 3: Conversion Comparison of Income attribute on 5-point
Likert scale
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of instances.

(a) Efficiency Without Income Attribute

(b) Efficiency With Income Attribute

Figure 4: Efficiency Comparison on Different Clusters

4.3 Discussion

An essential tool for classifying respondents’ behaviors
according to similarity is the study of quantitative sur-
vey data. The distinctive qualities of quantitative survey
data, such as its small ordinal values, mixed values, and
related site information, necessitate careful study for
accurate clustering. Most clustering techniques use ag-
gregate statistics, which mask frequent differences re-
flected by smaller values. Since the marking patterns in
survey data represent the responses’ actions, clustering
according to the marking pattern is more appropriate for
survey data. Although numerous recent attempts have
been made to suggest clustering techniques for mixed
data, few studies have focused explicitly on numerical
variables. With this study, we want to overcome this
restriction by presenting a particular Gaussian distribu-
tion method to deal with the numerical data types preva-
lent in many contexts, such as questionnaires where the
responses are almost always given as numerical values
like age or income. The suggested approach is based on
a probabilistic model that can be advantageous for in-
ferential reasoning. Through simulations, this point has
been researched.

In this work, we are focused on numerical data col-
lected during the survey through a questionnaire. Fig-
ure 4 shows that as the number of clusters increased,
the correctness and the compactness improved. The ef-
ficiency of a cluster of putting instances into a cluster
has been improved. First, we did the clustering accord-
ing to Gaussian distribution without income attributes
and added only age attributes. Secondly, we add in-
come attributes too, to find the impact. The results of
improved efficiency with income attributes have been
significantly enhanced.

Figure 5 shows the number of respondents present
in each cluster. Here, we took a particular case of nine
clusters. In LCS of EducationSector, we have only one
respondent’s response. We have not taken that LCS
cluster and shown eight other clusters. In the original
dataset, we did not convert numerical data to ordinal
data, and the participation of each type of respondent
in packing is shown. The ordinal dataset uses the full
dataset with ordinal values for each attribute.

4.4 Limitations

When discussing numerical data, we imply information
that can be measured and expressed as numbers. The
analyzed data shows these values could be either whole
numbers or real numbers. The ordinal data, which in-
cludes rating scales and survey results, shows a hier-
archy or order of categories or variables. When trans-
forming numerical data into ordinal data, we use vari-
ous methods to spot patterns, connections, and trends in
the data set. These strategies make meaningful analyses
and comparisons between various data points possible.
When working with infinitely large or real numbers of
large precision, it may not be easy to quantify or trans-
late into meaningful ordinal values for analysis.

5 Conclusion

We have presented a customized Gaussian distribution
approach for quantitative survey data, mainly for nu-
merical data, to integrate and combine with ordinal
data. The dataset is then clustered using the best value-
based similarity features. The suggested method trans-
forms ordinal observations from numerical survey data
into clusters of respondents. For various clusters, we
used K-means clustering. We utilized the proposed
technique using actual survey data. We examine the
outcomes obtained using the suggested strategy before
and after applying it toK-means clustering. The results
of the proposed method were reasonably significant and
supported the compactness and correctness. According
to this occurrence, the suggested strategy is suitable for
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(a) With original Dataset

(b) With ordinal Dataset

Figure 5: A Sample of Clustering with Nine Clusters

using quantitative survey data. The foundation for de-
veloping specific analytic methods for quantitative sur-
vey data is presented in this study. We found that the
proposed method adequately gives more accurate and
similar instances within each cluster, thus simplifying
the inferential process.

In the future, we will include nominal and continu-
ous data to unify survey data. Nominal and continuous
data can capture more accurate and detailed informa-
tion, allowing for more nuanced analysis and modeling.
Nominal data also offers essential insights into demo-
graphic traits. Thus, nominal and continuous data im-
prove the thoroughness and quality of survey data anal-
ysis. By combining numerical, ordinal, nominal, and
continuous data, this is feasible to do data analyses that
are more reliable and obtainable.
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