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Abstract. Surveillance cameras are generally used in real-time scenarios to provide assurance and se-
curity. These videos often serve as crucial evidence in court proceedings. Currently, technology is
growing rapidly, resulting in the availability of various editing tools, which are essential for checking
the integrity and trustworthiness of video content. Forgery detection is most commonly accomplished
through pixel-correlation methods that take a long time to calculate since each pixel of a video frame is
compared to identify a forgery. So, the statistical value-based histogram approach effectively detected
inter-frame forgeries such as frame insertion, deletion, and duplication. This paper proposes a method
to detect forged videos using Histograms of Gradients (HOG) with Discrete Wavelet Transform (DWT).
The experimental outcome suggests that the proposed method is more accurate than the existing method
and gives a 0.92 accuracy score with a faster execution time.

Keywords: Interframe video forgery detection, Discrete Wavelet Transform (DWT), Histogram of Gra-
dients (HOG).
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1 Introduction

Today, as a result of the rapid development of digital
technology, multimedia data such as images, video, and
audio have been increasing. In criminal cases, videos
and images which have been captured by surveillance
or CCTV cameras play a crucial role since most of
the evidence in court trials comes from these sources.
As a result, legal courts consider such multimedia data
to be important for maintaining integrity and reliabil-
ity. Furthermore, the availability of software editing
tools such as Adobe Photoshop, Adobe After Effects,
MovieMaker, and others are useful in manipulating
multimedia data [18, 6, 17]. However, to destroy video
evidence, these tools misuse original videos and pro-
duce forged or morphed content. Inter-frame video
forgery generally falls into three categories: frame in-

sertion, frame deletion, and frame duplication [7, 19].
A frame insertion refers to adding a clip or frame to
a video from another video, a frame deletion refers to
deleting one or more frames in a video, and a frame du-
plication is said to occur when frames are copied and
pasted into another location within the video [2, 3].
The correlation between adjacent frames of an orig-
inal video is high, whereas the correlation between
frames of a forged video is low. It is crucial to de-
tect forgeries by using different approaches when the
correlation factor is considered. Video forensic detec-
tion methods are commonly categorized into active and
passive approaches [23]. The active approach involves
pre-embedding information during the acquisition pro-
cess, such as incorporating watermarks or digital sig-
natures. However, this approach tends to be more ex-
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pensive compared to passive methods.Contrary to this,
passive video analysis does not embed information in
advance but merely observes forgery traces. This paper
presents a technique that uses passive detection tech-
niques to identify different types of interframe forgeries
in surveillance videos. The following is an overview of
the sections in this paper: In Section 2, a comprehensive
review of the literature on video forgery detection meth-
ods is presented. Section 3 offers a concise description
and technical analysis of the proposed system, which
aims to identify and locate different types of interframe
forgeries. The experimental results are presented and
discussed in Section 4. Finally, Section 5 concluded the
research work presented in this paper, summarizing the
finding and highlighting their implications.

2 Related Work

Over the past decade, a great deal of research has been
conducted in the field of digital forensics. Many note-
worthy studies have also been conducted regarding the
detection of video forgeries, such as the works reported
in [2,3,6,9,10,12]. These studies aim to detect com-
mon inter-frame forgery detection such as Frame in-
sertion, deletion, and duplication. Nowadays Passive
or Blind detection techniques are used to detect inter-
frame forgery videos in a surveillance video.

Bakas et al.,[4] used three modules for identifying
forgery frames in a video. In the first module by ex-
ploiting Prediction Footprint Variation (PFV), abnormal
p-frames are detected in videos. In the second mod-
ule, outliers are rectified again so that the false positive
rate is decreased. These modules also identify the ex-
act location of the forgery. The final module has clas-
sified the video according to the type of forgery that
occurred. In the case of inserting or deleting a Group
of Pictures (GOP), this method is not appropriate. Fadl
et al.,[8] attempted to combine the spatiotemporal av-
erage in each frame, and a 2D Convolutional Neural
Network (CNN) is used to extract useful features. Fol-
lowing that, multiclass support vector machines (SVM)
and Gaussian Radial Basis functions (RBF) are used
to classify the video. This method is ineffective when
more than one forged attack is used to manipulate the
video. Fadl et al.,[9] utilized the Histogram of Oriented
Gradient (HOG) to find the frame insertion and dele-
tion forgery. Correlation coefficients and Motion En-
ergy Image (MEI) values are used to detect abnormal
points in the frame. There are some cases in which a
forgery cannot be detected in more than one type. Ac-
cording to Zhao et al.,[33] features are extracted using
the Speeded-Up Robust Features (SURF) and similar-
ity is determined by Fast Library Approximate Near-

est Neighbors (FLANN) based on the Hue-Saturation-
Value (HSV). But it cannot handle situations where a
shot is incorrectly obtained.

As described by Han et al.,[10] residual features
are determined by calculating spatial energy, tempo-
ral energy, as well as signal-to-noise ratio values. This
method becomes ineffective when the deleted frames
are static scenes. Liu et al.,[13] have addressed a va-
riety of forgery attacks such as frame addition, dele-
tion, and duplication. It is reported in the paper that ev-
ery frame is transformed into 2D opponent chromaticity
space, and then Zernike Opponent Chromaticity Mo-
ments (ZOCM) are calculated by detecting abnormal
points between frames in response to ZOCMs. Addi-
tionally, the coarseness feature of Tamura is used to re-
duce the false-positive rate in videos. However, this
method is more time-consuming. Raahat et al.,[21]
have used optical flow and prediction residual tech-
niques. This method was ineffective due to the multi-
ple compressions involved. Ulutas et al.,[25] have cal-
culated the peak signal-to-noise ratio and distance be-
tween frames, after which binary features are extracted
to evaluate the similarity between features. As a result,
it requires a lot of computation time when processing
each video frame.

In the frame insertion and deletion, Li et al.,[12]
have utilized a method called Mean Structural Simi-
larity Measure (MSSM), which calculates the quotient
between the MSSM values of adjacent frames. Ac-
cording to Zhang et al.,[32] the inconsistencies between
frames are detected by the quotients of correlation coef-
ficients between local binary patterns (QoCCLBP), and
the Tchebyshev inequality is used to determine the ab-
normality. In any case, deleting five frames will yield
poor accuracy. Wang et al.,[28] have used the opti-
cal flow method, in which the abnormality is detected
based on the Gaussian distribution values, and Grabb’s
test is used to find the forgery videos exactly. By us-
ing the optical flow technique, Chao et al.,[5] have ex-
tracted the feature from each frame but the time com-
plexity of this technique is high.

Su et al.,[24] have extracted MPEG video features
using Discrete Cosine Transform (DCT) coefficients.
However, this method is not suitable for all video en-
coding types. It is also difficult to detect when a single
Group of Pictures(GOP) or multiple GOPs are deleted.
Wang et al.,[27] have detected the forgery videos by us-
ing the spatial and temporal correlation between adja-
cent frames. As soon as the frames are split into over-
lapping sequences, the temporal correlation for each
frame is computed to detect frame duplication, then the
spatial correlation is calculated to detect spatial manip-
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ulation within a video. Although this is an acceptable
technique for reducing the block size, it is not applica-
ble to increasing the block size. Fayaaz et.al.,[11] have
exploited the Locally Adaptive Discrete Cosine Trans-
form (LADCT) filtering and weighted average tech-
nique to calculate the sensor pattern noise in surveil-
lance videos and finally have detected forgeries using
cross-correlation analysis. In this case, the forgery is
not detected even when the attacker generated noise in
the middle of the video. Sitara K. and Mehtre BM. [22]
utilized the Velocity Field Intensity (VFI), Variation of
Prediction Artifact (VPF), and generalized extreme stu-
dentized deviation (ESD) approaches in order to detect
the forgery and locate the forged component in a video.
One of the drawbacks of this approach is that the VFI
and VPF values see a sharp increase whenever there is
a quick shift in the camera lens. In this scenario, the
video is considered to be forged even if it is in perfect
condition because it does not meet the criteria for au-
thenticity.

Qi et al.,[26] identified the inconsistency in the ve-
locity field, the change in the prediction footprint, and
the correlation coefficient values, and then estimated
the texture coarseness to identify the forged section. In
this method, dynamic background videos make it dif-
ficult to detect forgery. Rahul et al.,[15] investigated
an approach based on the Normalized Multi-Scale One
Level Subtraction (NMOLS) and localized the forging
point using the Extreme Student Deviate (ESD) test.
This method works only when the video is still and
more than five frames have been added or taken away.
Yu et al.,[31] described two feature extraction steps.
First, remove the magnitude prediction residual. Sec-
ond, count intra-coded P-frame macroblocks and fuse
both features to find the deleted frame. This method is
not suitable for slow-motion videos with fewer than five
frames.

Yao et al.,[30] made use of a method known as
frame interpolation, in which Adaptive Overlapped
Block Motion Compensation (AOBMC), and global
and local residual characteristics were utilized for the
purpose of determining whether or not a frame had
been deleted. On the other hand, there is a significant
amount of time complexity. Wei et al.,[29] used a multi-
scale standardized mutual information procedure to find
frame deletion and duplication. But this does not work
for a video that has more than one forgery on it. Ac-
cording to Aghamaleki et al.,[1] the DCT coefficient
and quantization residual values can be used to deter-
mine spatio-temporal information. The fused values are
used to determine if a video frame has been inserted or
removed. However, this strategy is not applicable to

videos in a dynamic environment. Ren et al.,[16] de-
veloped a technique for detecting duplicate frames us-
ing the improved Levenshtein distance; however, this
experiment cannot be used to identify duplicate frames
with dynamic backgrounds. Priyadharshini et al.,[20]
used Earth Mover’s Distance (EMD) to detect forgeries
and abnormal points. This method does not work when
frames are inserted or deleted at the video’s beginning
or end.

3 Proposed Inter-frame Video Forgery Detec-
tion Methodology

A general inter-frame forgery involves frame inser-
tion, frame deletion, and frame duplication. After pre-
processing, an input video frame is transformed into
wavelet coefficients. Then, the HoG-based feature ex-
traction technique is used to extract significant features
from the approximation coefficients of the wavelet-
transformed output. Finally, the features extracted are
given to a two-dimensional Convolutional Neural Net-
work (2D CNN) for classification. At this stage, the in-
put video frame is detected if it is forged or not. Then,
the forged video is subject to localization in order to de-
tect frame insertion, deletion, and duplication. The de-
tailed methodology of the proposed work is described
below:

3.1 Preprocessing

In preprocessing, video frames are extracted and re-
sized. Subsequently, the frames are converted into gray
levels using the equation:

F (x, y) = 0.299xR(x, y)+0.587xG(x, y)+0.114xB(x, y)
(1)

Here, R(x, y), G(x, y), and B(x, y) represent the
Red, Green, and Blue channel intensities of the image,
and F(x,y) represent the gray level intensity of the im-
age.

3.2 Mathematical transformation under frequency
domain

As part of this procedure, DWT is utilized to extract
spatial and temporal information. The application of
DWT on images gives four bands namely LL, LH, HL,
and HH bands. DWT supports multilevel decomposi-
tion and the LL band should be used to construct the
next levels of decompression since it has the maximum
amount of information about the frame. As opposed to
dividing the image into small blocks, this method fo-
cuses on the picture as a whole and can find the signal
with great precision. Therefore, the preprocessed input
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is transformed using DWT. The transformation process
converts the spatial details into respective transform co-
efficients. The LL subband after the final level of de-
composition is used in the interframe detection process.

3.3 Feature Extraction

A histogram of oriented gradients (HOG) is a feature
descriptor technique that extracts gradients from an im-
age to find the edge and local shape information. To
reduce the influence of light and noise, the HOG de-
scriptor performs color and gamma normalization on
the images. In this F represents the image and (i, j)
represents the row and column of an image. By using
the following equations, the horizontal (Gx) and verti-
cal (Gy) gradient is calculated.

Gx = F (i, j + 1),−F (i, j − 1) (2)

Gy = F (i− 1, j)− F (i+ 1, j) (3)

Based on the Horizontal and vertical gradient val-
ues, the Magnitude and direction of the gradient values
are calculated.

Magitudeµ(i, j) =
√
G2

x +G2
y (4)

Directionangleθ = tan−1(
Gy

Gx
) (5)

In this gradient, a range of 0◦ - 360◦ is provided in each
of the nine orientation bins. Weights are derived from
gradient amplitudes in each direction. In order to con-
struct the feature vector of each block, the image is di-
vided into 16 x 16 pixel blocks and the histograms of
the cells are concatenated. L2 normalization is applied
to feature vectors to reduce the effects of local illumi-
nation variations and visual angle changes. To generate
the picture’s HOG feature vector, all of the block fea-
ture vectors are concatenated into one vector. For a 128
x 64 sliding detection window, obtain a 1D-dimensional
HOG feature vector, which can be described by 7 x 15
blocks.

3.4 Classification

Convolutional Neural Networks (CNNs) are utilized
for the analysis of two-dimensional images. These
networks consist of several layers, including convolu-
tional, pooling, and fully connected layers. The ar-
chitecture of 2D-CNN typically comprises three con-
volutional layers (conv2d, conv2d_1, conv2d_2), fol-
lowed by three max pooling layers (max_pooling2d,
max_pooling2d_1,max_pooling2d_2), fully connected
layers. Each convolutional layer employs 3 x 3 kernels
and incorporates 16, 64 and 128 filters, respectively.

The LeakyRelu function is the activation function
for all layers except the fully connected layer. The acti-
vation layer formula of LeakyRelu is as follows:

f(x) =

{
0.01x, x < 0
x x >= 0

(6)

In many cases, Rectified Linear units (ReLu) activations
are used since they do not suffer from backpropagation
errors. Meanwhile, one or more neurons become inac-
tive or worth zero, leading to the Dying ReLu Problem.
To overcome this issue, the LeakyReLu activation func-
tion is used, which results in a more efficient and effec-
tive model. Finally, flatten layers are used for convert-
ing two-dimensional values into one-dimensional data
and provide 204 feature vectors. In addition, the binary
cross-entropy is applied to the loss function and opti-
mization using the Adam function. The softmax activa-
tion function is used as the final step in the classification
process to detect the various types of forgeries. Table 1
includes information about all layers in 2D-CNN archi-
tecture.

Table 1: Detailed information about 2D-CNN Architecture

Layer(type) OutputShape Param#

conv2d(Conv2D) (128,64,16) 160
leaky_re_lu
(LeakyReLU)

128,64,16 0

max_pooling2d
(MaxPooling2D)

64,32,16 0

conv2d_1(Conv2D) 64,32,64 9280
leaky_re_lu_1
(LeakyReLU)

64,32,64 0

max_pooling2d_1
(MaxPooling2D)

32,16,64 0

conv2d_2(Conv2D) 32,16,128 73856
leaky_re_lu_2
(LeakyReLU)

32,16,128 0

max_pooling2d_2
(MaxPooling2D)

16,8,128 0

flatten(Flatten) (16384) 0
dense(Dense) (50) 819250
dense_1(Dense) (4) 204

Proposed Algorithm for Inter-frame Forgery de-
tection This section presents the detailed procedure
for inter-frame forgery detection using the proposed
method. The proposed system is capable of detecting
insertion, deletion, and duplication attacks.

Algorithm 1- Procedure for Discrete Wavelet
Transform with Histogram Oriented Gradients

Iimg → InputImage
Perform 2D DWT for Iimg , extract LL approximate

image of an input image
[LL LH, HL, HH] = 2dwt(Iimg)
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Perform Histogram Oriented Gradients for LL im-
age

1. Image Resizing
Rimg = Convert image into 68 x 128
2. Calculating gradients for Rimg

Gx → Calculate x direction gradient
Gy → Calculate y direction gradient
3. Compute the Magnitude and Orientation√
(Gx)2 + (Gy)2

Ga → atan( (Gy)
2

Gx)2

4. Compute Histogram of Gradients in 8x8 cells
In this stage, the image is divided into 8x8 cells. For

each of these cells, a gradient histogram is computer.
This process generates a histogram matrix of size 9 x 1
for each individual cell.

5. Normalize gradients in 16x16 cell
The next step involves combining the 8x8 cells into

16x16 blocks. This combination results in a histogram
value matrix of size 36 1. To normalize this matrix,
each of these values is divided by the square root of the
sum of squares of all the values

Vm → [c1, c2, ....c36]
Perform root of the sum of squares
Rs →

√
(c1)2 + (c2)2 + (c3)2, ...(c36)2

Normalize the vector
Nvec → [ c1Rs

+ c2
Rs

+ c3
Rs

+ ... c36Rs
]

6. Calculate the Histogram of Oriented Gradients
feature vector

The 36 x 1 vector are concatenated into one giant
vector to calculate the final feature vector for the full
image patch.

7. Classify the model using two-dimensional Con-
volutional Neural Network(2D CNN)

4 Experimental results and discussion

The proposed work has been developed on the Spyder
(Anaconda3) platform, using the Intel Core i7 with 8
GB RAM and a 2.60GHz processor. The next section
discusses the dataset description, followed by the ex-
perimental results, and a comparison with other existing
state-of-the-art methods.

4.1 Dataset Description

VIFFD [14] dataset is used as a benchmark to eval-
uate the performance of the proposed work. A set
of four data subsets are created based on frame inser-
tion, deletion, duplication, and a combination of all
forgery types, namely InsertionDB, DeletionDB, Dupli-
cationDB, and MixedDB. Each video sequence is nei-
ther longer than 30 seconds nor smaller than 10 sec-
onds. Forged frames typically have a total length be-

tween 100 and 140 inches. Figures 1 to 4 show exam-
ples of forged videos taken from each dataset.

4.2 Performance Metrics

The following performance metrics are employed to
evaluate the detection performance: Accuracy, Preci-
sion, Recall, and F1-Score.

Accuracy =
TP + TN

TP + TN + FP + FN
(7)

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

F1Score =
2 ∗ Precision ∗Recall
Precision+Recall

(10)

Precision+Recall Where True Positives (TP) are the
number of forged videos having classified as forged, the
True Negatives (TN) are the number of genuine videos
having classified as genuine, the False Positives (FP)
are the number of forged videos having classified as
genuine and the False Negative (FN) are the number
of genuine videos having classified as forged. Perfor-
mance of the proposed system used 60% as the training
set and 40% as a testing set.

Performance analysis of the proposed work
The following section examines the performance of

the proposed method in detecting inter-frame forgeries
using accuracy, precision, recall, and the f1-score.

To evaluate the performance of the proposed work,
attacks such as frame insertion, deletion, duplication,
and mixed attacks are considered. Table 2 shows the
discrete wavelet transform applied to the input video
frame. A given image is transformed into LL, LH,
HL, and HH sub-bands. According to our analysis, the
DWT LL band provides better F1 scores.

As shown in Table 3, different inter-frame forgery
detection results are summarized based on Histogram
oriented gradients. A histogram-oriented gradient is
applied to the input video frame for feature extraction.
Compared to other attacks, duplication attack does not
provide a good result in the analysis. Furthermore,
frame insertion produces an f1-score value of 50%. Ta-
ble 4 summarizes the results of inter-frame forgery at-
tacks using the proposed work. Analysis of 5 to 20
forged frames is conducted under each attack. In this
work, an input video frame is given to DWT then the
DWT LL band is given to Histogram Oriented Gradi-
ents. The final step is the classification process using
the 2D-CNN. The analysis shows that the accuracy of
detecting forged video remains the same for different
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Figure 1: Sample forged videos from InsertionDB

Figure 2: Sample forged videos from DeletionDB

Figure 3: Sample forged videos from DuplicationDB

Figure 4: Sample forged videos from MixedDB
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Table 2: Performance analysis of DWT band result based on different inter-frame attacks

Type of attack Feature Extraction Method Accuracy Precision Recall F1_Score

Insertion DWT- LL 0.98 0.62 0.37 0.46
DWT-LH 0.97 1.00 0.03 0.06
DWT-HH 0.97 0.52 0.26 0.35
DWT-HL 0.97 0.58 0.29 0.39

Deletion DWT-LL 0.98 0.89 0.69 0.78
DWT-LH 0.98 0.92 0.31 0.46
DWT-HH 0.97 0.50 0.09 0.15
DWT-HL 0.97 0.91 0.27 0.42

Deletion DWT-LL 0.99 1.00 0.76 0.86
DWT-LH 0.98 1.00 0.46 0.63
DWT-HH 0.97 1.00 0.46 0.63
DWT-HL 0.97 1.00 0.46 0.63

Mixed DWT-LL 0.98 0.63 0.47 0.54
DWT-LH 0.96 0.49 0.276 0.35
DWT-HH 0.96 0.49 0.27 0.35
DWT-HL 0.97 0.99 0.32 0.48

Table 3: Histogram Oriented Analysis result on different inter-frame
attacks

Type
attack

Accuracy Precision Recall F1_Score

Frame Inser-
tion

0.98 0.50 0.50 0.50

Frame Dele-
tion

0.98 0.99 0.80 0.88

Frame Du-
plication

0.96 0.30 0.23 0.26

Mixed (com-
bination of
all forgery)

0.97 0.86 0.51 0.64

types of attacks, such as frame insertion, frame deletion,
frame duplication, and a combination thereof, since true
positive and true negative affect the accuracy measure
significantly. The precision and recall values are very
low for less number of forged frames, say 5. This is
due to the fact that false positives and false negatives
increase with the number of forged frames. The pro-
posed work guarantees only 50% forgery detection if
the number of forged frames is less than five. Since
F1-score is the weighted average of precision and re-
call, the F1-score measure is used in the rest of the re-
search work in evaluating the performance of the pro-
posed work. It shall be acted that F1-score is above 80%
for all types of attacks with more than 20 forged frames.
For forged frames between 15 to 20, the proposed work
gives a 75% forgery detection score whereas, the pro-
posed work finds it difficult to detect forgery detection
if the number of forged frames is less than 5 in a video
for the insertion, deletion, and duplication attacks. But,

the proposed work performs better for mixed attacks
which are a combination of insertion, deletion, and du-
plication. It gives an 80% forgery detection score for
forged frames number and it is also capable of detect-
ing forged frames if the number of forged frames is less
than five.

Performance comparisons of the proposed works
and existing techniques are shown in Table 5. In com-
parison with other algorithms such as HoG, LBP, DCT,
and the proposed algorithm provides high accuracy and
F1-Score. In table 5, InsertionDS shows that the pro-
posed method gives a high precision rate, and the F1-
score is 0.84, but [32] gives a better recall value. In
addition, the InsertionDS videos show that [11] does
not perform well. In DeletionDS, the proposed tech-
nique yields the best precision and recall values, so
the F1-score is 0.91. In DuplicationDS, the proposed
method gives better precision and recall values com-
pared to other methods, with an F1-Score of 0.85. With
MixedDS, all forgeries are combined, such as frame in-
sertion, frame deletion, and frame duplication. The pro-
posed method yields good precision and recall values.
Compared to our manipulated videos, [32] did not pro-
vide significant results. It can be observed from Tables
4 and 5 that the proposed work performs better than the
existing works for forgery detection. Results indicate
that the proposed method is extremely effective for de-
tecting interframe forgeries in surveillance videos.

5 Conclusion and Future work

To detect and localize forgeries, this paper proposes a
technique that addresses frame insertion, deletion, and
duplication forgeries. The proposed work for forgery
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Table 4: Performance analysis of different attacks with the proposed work

Type of attack Attacks per Frame PerformanceMeasure |
Accuracy Precision Recall F1Score

Insertion 20 Frames 0.99 0.91 0.78 0.84
15 Frames 0.98 0.79 0.53 0.63
5 Frames 0.95 0.68 0.45 0.54

Deletion 20 Frames 0.99 1.00 0.83 0.91
15 Frames 0.98 1.00 0.72 0.83
5 Frames 0.94 1.00 0.42 0.59

Duplication 20 Frames 0.99 1.00 0.75 0.85
15 Frames 0.99 0.70 0.50 0.58
5 Frames 0.94 0. 0.42 0.59

Duplication 20 Frames 0.97 10.86 0.75 0.80
15 Frames 0.95 0.76 0.66 0.70
5 Frames 0.94 0.63 0.55 0.58

Table 5: Performance comparison of the proposed work for forgery detection with existing works

Dataset Forgery detection methods Accuracy Precision Recall F1_Score

Insertion DS Zhan et.al.,[32] 0.98 0.64 0.86 0.67
Fayaaz et. al.,[11] 0.98 0.57 0.50 0.53

Fadl et. al.,[9] 0.98 0.58 0.70 0.64
Ours 0.99 0.91 0.78 0.84

Deletion DS Zhan et. al.,[32] 0.99 1.00 0.50 0.67
Fayaaz et. al.,[11] 0.99 0.81 0.90 0.86

Fadl et. al.,[9] 0.98 0.80 0.57 0.67
Ours 0.99 1.00 0.83 0.91

Duplication DS Zhan et. al.,[32] 0.99 1.00 0.57 0.73
Fayaaz et. al.,[11] 0.97 0.17 0.14 0.15

Fadl et. al.,[9] 0.99 0.89 0.75 0.81
Ours 0.99 1.00 0.75 0.85

Mixed DS Zhan et. al.,[32] 0.95 0.54 0.48 0.51
Fayaaz et. al.,[11] 0.95 0.56 0.49 0.52

Fadl et. al.,[9] 0.97 0.93 0.91 0.92
Ours 0.97 0.86 0.75 0.80

detection involves analyzing a digital video using Dis-
crete Wavelet Transform and extracting the LL band
information. The transformed coefficients are subject
to the Histogram Oriented Gradient (HOG) method for
feature extraction. The VIFFD dataset was utilized in
order to conduct an analysis of how well the proposed
technique performs. The DWT LL band provides the
highest level of accuracy across all attack types. The
HoG method took into account an image as a whole, as
well as the application of gradient and magnitude val-
ues, to produce the best possible outcome. The sug-
gested approach is applied in each attack, with con-
sideration given to 5, 15, and 20 frames, respectively.
According to the findings of the research, forgery with
5 and 15 frames does not produce a superior accuracy
compared to other methods. Insertion attack identified
with an F1-Score of 0.84, deletion attack detected with
an F1-Score of 0.91, duplication attack detected with

an F1-Score of 0.85, and combination of all forgery
detected with an F1-Score of 0.80. A comprehensive
performance evaluation has been done, which demon-
strates that the system is working effectively.

Nowadays, deep learning is advancing exponen-
tially in which CNN is used for classification purposes.
Furthermore, CNN produces better results for train-
ing and testing data. Further research will concentrate
on inter-frame video forgery including frame shuffling.
By way of definition, frame shuffling means deleting
frames after they have been inserted. For that reason,
future work will address the above problem and rectify
it with a new approach.
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