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Abstract. Sarcasm is a means of conveying a bad attitude through social media platforms by utilizing
positive or exaggerated positive terms. The last decade witnessed sarcasm detection to become a highly
phenomenal topic of research; however the task of automated detection of sarcastic comments in a text
remains an elusive problem. Sarcasm detection has eventually become a considerably significant task in
the domain of sentiment classification. Without properly detecting the sarcasm from textual comments,
sentiment classification remains incomplete and may lead to wrongful conclusion and decision. In this
paper, we present a recurrent neural network (RNN)-based bidirectional long-short term memory (Bi-
LSTM) network for sarcasm detection.The proposed technique has been applied to a combined dataset
which is produced form news headline sarcasm dataset and news headline sarcasm version 2. Results of
our technique renders enhanced performance over the existing technique found in literature.
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1 Introduction

In recent times, Natural Language Processing (NLP) [1]
has emerged as a highly significant and dynamic field
for research and development.It allows computers to
’understand’ [2] language of human beings in the form
of either textual or speech data, including the speaker’s
or writer’s intent and sentiment. NLP aims at automat-
ing [3] the task of recognizing linguistic text or voice
and respond to them in real time. While watching on-
line chats, sentiment analysis is a process of text mining
[3] that discovers and extracts subjective information
in source material, assisting a corporate organisation
in understanding the societal opinion of their product,
commodities, or service [4–7]. Several studies can be

performed using opinion mining. These analytics may
be used to find and fetch various levels of opinion. The
analysis process is examined along several individual
entities i.e., by words or phrases in the document. Sen-
timental words [8] can have either a positive or negative
connotation [9–11]. There are several challenges con-
fronted by Opinion Mining [12,13] such as Named En-
tity Recognition [14, 15], Anaphora Recognition, pars-
ing, sarcasm detection and many more [12, 16, 17].

Many people now days express [18] their opinions
on different social websites. People have started to
specify their opinion in sarcasm. Sarcasm is frequently
thought of as an individual’s opinion on extremely com-
plex issues with very precise aims. One of the key states
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of affairs is the detection of sarcasm [8, 19] faced in
Opinion Mining. Sarcasm detection [20] also known as
irony detection is the way of transferring opinion in in-
direct manner. It is essentially an unbearable reflection
which is conveyed through negating the [21] contextual
meaning, can also indicate a state of ambivalence.

In NLP, sarcasm or existence of sarcastic
phrases/comments often poses substantial hindrances.
Sarcasm is defined as linguistic irony that displays neg-
ative and critical attitudes about people or events [22].
Consequently, it becomes a challenging task to identify
and extract the sarcastic words, phrases or sentences
from the text, before we can process them for sentiment
analysis. Sarcasm can be stated in different ways.It
can be stated verbally [20] or in writing [23]. Sarcasm
can be expressed in a variety of forms, including
direct dialogue, speech, and text etc. In case of direct
conversation, facial expression and body movements
give the clue of sarcasm. In the speech, sarcasm can
be inferred if there is any alteration in tone of voice.
On the other hand in text, it is hard to determine
sarcasm [19, 20] compared to other techniques, but it
can be conveyed [24] using a block letter, high use of
exclamatory signs, hyperbole, utilization of emoticons
and many more.

Most of the former works [20, 23, 24] for detecting
sarcasm were mainly concentrated on rule based and
statistical approaches using various features like lexi-
cal, pragmatic, existence of punctuation, opinion shift,
intensifier etc.

Effective performance of deep learning model in
various NLP tasks has been reported in [25] like text
summarization, machine translation and question an-
swering, and even in sarcasm detection [26,27], Taking
cue from the above works reported in [20, 23, 24] this
paper attempts to identify the sarcastic comments in a
textual dataset. The results of the work are expected to
sieve out the sarcastic words/phrases from the dataset
making it suitable for using on conventional sentiment
analysis tools and platforms. With reference to proven
utility of the technology in the domain in [28–30], we
have used RNN and its advanced version are specially
built for textual data analysis. Motivated with the ele-
gance and success of works presented in [31–37], we
have used the Bi-LSTM [38–40] network to detect sar-
castic news headlines from our dataset.

The following is how the article is structured. Sec-
tion 2 contains related works, followed by proposed
method in section 3, result and discussion in section 4
and conclusion and future direction of the work in sec-
tion 5.

2 Related Works

Many scholars have presented numerous approaches to
identifying sarcasm clues in a particular text utilizing
various rule-based and statistics-based methodologies
in the literature.

In the domain of generic sentiment analysis various
works such as [8, 22] have been noticed. However au-
thors in the papers [8,19,21] have reported that sarcasm
becomes a major point of concern in the analysis of
opinions. Consequently, works like [8, 20, 22, 23] have
reported significant contributions in the domain of sar-
casm identification and extraction. Works like [19, 24]
reports usage and identification of sarcastic emoticons
in textual comments.

Thereafter, the objectives have been realized using
Deep Learning based techniques [26–28, 31]. Out of
the prevailing technologies, RNN and its implementa-
tion as Long Short-Term Memory (LSTM) and its al-
lied approaches has emerged [29, 30, 32, 33, 35–37] out
as the major trustworthy solution in the domain.

In [41] Tsur et al. tried to find sarcastic reviews
from Amazonâs product reviews dataset using differ-
ent types of features like syntactic based, patterns as
well as punctuation based. Their approach was semi-
supervised type. Sriram et al. [42] classified tweets into
a preset set of generic groups including events, opin-
ions, deals, and secret messages using non-contextual
criteria such as the existence of slangs, time-event ex-
pression, opinion oriented words, and individual Twit-
ter information. In [43] Lukin et al. applied a semi-
supervised method using boot-strapping technique.

In [44] the authors proposed method using features
like uni-grams and other pragmatic types of features.
In [45] Tungthamthiti et al. analyzed twitter data to find
sarcasm using concept based sentiment classification
approach mainly based on supervised learning mech-
anism. Riloff et al. showed in [21] that the existence of
good sentiment in a bad scenario can be used to detect
sarcasm. In [46] Rajadesingan et al. applied their ef-
fort to construct a model that was able to detect sarcasm
from the textual data. They proposed a strategy that was
based on behavioural and psychological research.

In [47], Wang et al. recommended that the context
modeling should be more important rather than detect-
ing whether a tweet is sarcastic or not. As per their
opinion, based on the context the result may be different
and finally, they used a sequential classification task to
model the problem. In [48] Amir et al. used a technique
to automatically extract relevant features from tweets
using convolutional neural network (CNN) based deep
learning approach and augment them with user embed-
dings to provide more contextual features during sar-
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casm detection. Ghosh and Veale suggested a sarcasm
detection system based on a deep neural network Â that
stacked a CNN on top of LSTM in [49]. Â Bouazizi
and Otsuki employed a pattern-based approach to de-
tect irony from Tweets in [50].

Muresan et al. proposed a technique in [51] for con-
structing a collection of sarcastic Twitter messages in
which the tweet writer provides the tagging message of
the tweet, i.e. sarcastic or non-sarcastic. They looked
at how the machine learning algorithm’s performance
fluctuates depending on the lexical and pragmatic com-
ponents of the messages to determine and uncover sar-
castic tweets, and they prioritized the features based on
their contribution to the categorization.

Zhang et al. [52] proposed a study in which they at-
tempted to assess sarcasm in a tweet published on Twit-
ter using contextual elements of the tweet itself. The
challenge is not limited to this; in [53], Felbo et al.
attempted to develop a new framework for analysing
phrases to extract sentence-specific sentiment using
neural networks, which they then used to detect sarcasm
and personality traits in any person. Ghosh and Mure-
san used the LSTM algorithm to determine irony in chat
communications in [54]. Hazarika et al. [55] describe a
fusion approach in which they extract contextual mes-
sages from a discussion thread’s discourse section and
use user embeddings to encode users’ varied qualities
such as stylometric and personality features. On a huge
Reddit1 corpus, their sarcasm detection model shows
encouraging results.

Zhang et al. proposed a model for semantic cate-
gorization of phrases that combined both convolution
neural networks and bi-directional gated recurrent units
in [56]. Han et al. employed CNN and Bi-LSTM to cre-
ate a text-based sentiment categorization approach that
utilized four different memory network models in [57].

CNN and RNN in mixed mode have shown out-
standing performance in natural language processing,
according to MohdUsama et al. in [34]. They suggested
a firsthand model based on RNN with a CNN-based at-
tention mechanism, combining the benefits of both ar-
chitectures in one model, and empirically validating it.

In this work we have used Bi-LSTM network
which provides a significant performance improvement
compared to the earlier works in this area.

3 Proposed Method

The proposed work addresses the problem of sarcasm
detection and categorizing the same as to whether the
text is either sarcastic or not. The implementation
is carried out using Bi-LSTM model of RNN. The

input layer relies on Keras word embeddings using
predefined vocabulary. During training, the embedding
weights are adjusted iteratively. 64 output neurons
were used to model the core of the constructed Bi-
LSTM network. After that, the output is combined
into a single drop-out layer. For classification, the
output from the drop-out layer is transferred to the final
sigmoid layer. The classification is obtained in the form
of binary predictions. The network has been trained
with RMSprop optimizer using binary cross entropy
loss function. The drop-out layer accomplishes the
regularization of the network with a high drop-out rate
of 0.5. The network uses early stopping regularization
mechanism with patience value: 5, in respect to
minimum validation loss.

3.1 Model structure and different hyper parameters

Figure 1 depicts the essential framework of our
suggested model. Different layers used in our model
are discussed subsequently.

Figure 1: Model structure of our proposed system

3.1.1 Input embedding layer

We have used Keras Embedding at the input embed-
ding layer for network. It requires an integer encoded
input, where each word is represented by a distinct inte-
ger. Initially random weights were assigned to the em-
bedding layer. Subsequently with exhaustive training,
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they are optimized to a desired level .For every of the
words in the training dataset, the network learns em-
bedding. This embedding layer acts as the first hidden
layer of the network. After repeated empirical analysis,
we have arrived to the following values of the critical
parameters for our proposed model that gave the best
results.

• Input dimension: This parameter refers to the vo-
cabulary size of the input text data. In this case,
the size of the input dimension is 15000.

• Output dimension: This parameter refers to the
vector space size in which words will be embed-
ded. It specifies the length of the output vectors
for each and individual word from this layer. We
have used 100 as the output vector size.

• Input length: This is the length of input sequences
for any input layer of a Keras model. It indicates
maximum number of words in a textual document
or a comment. For the proposed work it amounts
to 60. This paper assumes each news headline to
contain a maximum of 60 words. If number of
words of a particular headline is more or less than
60 then truncation or padding will be done as per
necessity. Truncation or padding may be pre or
post depending upon the case. The proposed work
uses post truncation/padding.

3.1.2 Bi-LSTM layer

In this work we have used a Bidirectional LSTM
hidden layer with 64 memory cells. Here total num-
ber of memory cells is 128. Out of these, 64 cells have
been used for the transmission in the forward direction
and another 64 for the transmission in the backward di-
rection. The current work employs an exceeding num-
ber of memory cells and a deeper network expecting an
achievement of better results. A systematic view of the
Bidirectional LSTM is shown in figure 2.

Figure 2: Bidirectional LSTM

The LSTM network utilized in this study was de-
signed to improve learning and memory of long-term
dependencies while avoiding vanishing gradient de-
scent and explosion problems, may be conventionally

modeled using the following system of equations. The
proposed model typically consists of three gates and a
cell memory state. Each of the cell state may be com-
puted as follows:

X =

[
ht−1

xt

]
(1)

X = σ(Wf .X + bf ) (2)

X = σ(Wi.X + bi) (3)

ot = σ(Wi.X + bi) (4)

ct = ft
⊙

ct−1 + it
⊙

tanh(Wc.X + bc) (5)

ht = ot
⊙

tanh(ct) (6)

Where the symbols used represents the following:

it : InputGate
ft : Forget Gate
ot : Output Gate
ct : Cell State
Wi,Wf ,Wo ∈ Rd×2d : Weighted Matrices used
for mapping the Hidden Layer Input to the
Three Gates and the Input Cell State.
bi, bf , bo ∈ Rd : Biases
σ : Sigmoid Function and stands for element
wise multiplication
xt, ht : Input V ector and Hidden V ector of
LSTM Cell Unit

The Bi-LSTM employed in our system is typi-
cally composed a forward and a backward LSTM
layer. The forward layer keeps track of the past archaic
information in forward sequence. On the other hand,
the backward layer does just the reverse. It is respon-
sible for studying and learning related dependencies
in reverse sequence. Both layers are used for learning
as well as identification of sarcastic features and
characteristics from an input sequence. Consequently
both are connected to the same output layer.

3.1.3 Dropout layer

We have characteristically used a dropout layer
following the bidirectional LSTM layer. This is mainly
used for regularization purpose. Here we have used a
high dropout rate of 0.5 to overcome over fitting.

3.1.4 Dense output layer
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Since our problem is purely a binary classification
problem, only one neuron has been used in the output
layer with sigmoid activation function. The output of
the sigmoid corresponds to its confidence in deciding
whether the headline is sarcastic or not. The significant
parameters of the output layer of our model have been
elaborated as follows:

• Batch size: During training the model we have
used the batch size as 128. We have tried using
different batch size, but we found batch size 128
leads best result for our model.

• No.of Epochs: We have used 25 epochs to train
the model and used early stopping regularization
mechanism with patience 5 to resolve the problem
of model over fitting. This means that after
validation loss begins to decline, we will allow
training to continue for up to a further 5 epochs,
providing the training process an opportunity
to overcome flat areas or find some additional
improvement.

A brief tabular representation of the above
model with the tuned hyperparameters shown in
Table1.

Table 1: Hyper parameters used in our proposed Model

Hyper Parameters Values
Input Features (Vocabulary Size) 15000

Output Vector Dimension 100
Number of LSTM Units 128

Max Len of Input sentence (words) 60
Batch Size 64

No. of Epochs 25
Activation Function (Output Layer) Sigmoid

Loss Function Used Binary cross entropy
Optimizer RMSprop

4 Result and Discussion

The proposed approach has been executed on com-
bined dataset of News headlines for Sarcasm and
News headlines for Sarcasm v2 from Kaggle. In the
said approach 80 % of the dataset has been used for
training and rest 20 % for testing. The model has been
trained with 25 epochs and at the same time dropout
and early stopping regularization techniques has been
applied with patience value set to 5. A comparative
analysis of the proposed approach along with the other

contemporary approaches has been presented in Table
2. A sharp rise of 8 % in accuracy of the presented
approach in comparison with other approaches can
be noticed thereby proving its novelity. Table 3
presents the details of the parameterized performance
outcomes of the proposed model. This work achieves a
precision-value of 0.972855, recall-value of 0.983246
and F1-Score of 0.978023. F1-Score is a highly vital
and significant metric because it uses the precision
and recall parameters together in a single metric. The
proposed model with its hyper-parameters as presented
in Table 1, achieves an accuracy of 99.15 % in training
and 98.08 % in validation as graphically presented in
Figure 3. Figure 4 graphically depicts the training and
validation losses of 0.0303, and 0.0561 respectively are
incurred in the execution of the model. The tabulated
results of accuracy and losses attained in the model has
been presented in Table 4.

Figure 3: Training Accuracy Vs Validation Accuracy

Figure 4: Training Accuracy Vs Validation Accuracy
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Table 2: Performance comparison of our proposed model based on
accuracy

Methods Accuracy Dataset
HNN [58] 89.70% a

Deep CNN-LSTM [51] 86.16% a
DDSD [59] 88.67% a
[Proposed] 98.08% b

Acronyms/Symbols used in Table - 2:

• HNN: Hybrid Neural Network

• DDSD: Dense and Deep Sarcasm Detection

• a: News headlines dataset for Sarcasm Detection
from Kaggle

• b: Combination of News Headline for Sarcasm
detection version1 and version2 dataset from
Kaggle

Table 3: Other performance metrics of our proposed method

Precision Recall F1 Score
0.972855 0.983246 0.978023

Table 4: Performance metric of training and validation

Accuracy/Loss Values
Training Accuracy 99.15%

Validation Accuracy 98.08%
Training Loss 0.0303

Validation Loss 0.0561

5 Conclusion and Future Scope

In this work we have explored and successfully estab-
lished a novel approach for the utilization of Bi-LSTM
Network based sarcasm identification technique on a
combination of multiple dataset of news headlines ob-
tained from www.kaggle.com. The different hyper pa-
rameters of model have been tuned in best possible way
to achieve good accuracy. Our work claims to have
achieved a very high accuracy nearly 98 %. In near
future we wish to add other hybrid mechanisms on the
top of Bi-LSTM to obtain better results.
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