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Abstract. This article is essentially dedicated to the problem of Multilingual Text Categorization, that
consists in classifying documents in different languages according to the same classification tree. The
proposed approach is based on the idea to spread the utilization of WordNet in Text Categorization
towards Multilingual Text Categorization. Experimental results of the bi-lingual classification of the
ILO corpus (with the documents in English and Spanish) show that the idea we describe are promising
and deserve further investigation.
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1 Introduction

Text categorization(TC) is the task of assigning a Boolean
value to each pair< dj , ci >∈ D × C, whereD is the
domain of documents andC = {c1, ..., c|c|} is a set of
predefined categories. A value of T(True) assigned to
< dj , ci > indicates a decision to filedj underci, while
a value of F(False) indicates a decision not to filedj un-
derci[18].

During this last decade, research paid an important
attention for the treatment of multilingual data due to
the following several grounds:

• The availability of document collections distributed
to the worldwide level created new needs to find
information, whatever is the language and the stor-
age support[13].

• The domination of the English language on the
worldwide network is moving back to open the
way toward a multilingual worldwide network [11].
Statistics showed that between 1998 and 2002, the
population of which the English is the maternal

language moved back from 60 to 36.5%1.

• The time of globalization is coming. Many coun-
tries have been unified. The European project to
unify European countries is a very important ex-
ample in order to eliminate broader for the coop-
eration, global and large market, real international
and free business. The high-developed technolo-
gies in network infrastructure and Internet set the
platform of the cooperation and globalization. Thus,
the issues of the multilinguality arise and should be
addressed as soon as possible in order to overcome
the remaining technical barriers that still separate
countries and cultures.

The presented grounds gave birth above to a new
domain of research that is the Multilingual Text Catego-
rization. In this article, we propose a new approach for
Multilingual Text Categorization that consists in spread-
ing the use of WordNet in text categorization to catego-
rize documents coming from different languages.

The paper is organized as follows. In section 2, a

1These statistics are extracted from: http://www.nua.com/surveys/
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definition of Multilingual Text Categorization is pre-
sented. In Section 3, we briefly review some related
work for Multilingual Text Categorization. Section 4
is dedicated to presenting WordNet. We describe the
proposed approach with all its stages in section 5. In
section 6, we will evaluate our approach on two differ-
ent datasets. Finally, conclusion and future works are
reported in section 7.

2 Multilingual Text Categorization

Multilingual Text Categorization(MTC) is a new area in
text categorization in which we have to cope with two
or more languages(e.g English, Spanish and Italian). In
MTC, three scenarios can be distinguished:

• Poly-lingual training: In this scenario, the sys-
tem is trained using training examples from all the
different languages. A single classifier is build us-
ing a set of labelled training documents in all lan-
guages, which will classify documents from dif-
ferent languages. This scenario exclude the use
of translation strategies, therefore, no distortion of
information nor loss is made.

• Cross-lingual training: The system use labelled
training for only one language to classify docu-
ments in other languages. This approach is what
we are interested in this paper. To solve this prob-
lem, we can use the translation in different ways:

– Training-Set Translation: In this approach,
the labelled set is translated into the target
language which then is used to train a classi-
fier for this language. So, the Cross-lingual
training became a Poly-lingual training.

– Test-Set Translation: This approach con-
sists in translating the unlabelled documents
into one language (L1). To classify the un-
labelled translated documents, the system is
trained using the labelled training set for lan-
guage (L1). So, the Multilingual Text Cate-
gorization became Monolingual.

• Esperanto language:This approach uses an uni-
versal reference language which all documents are
translated to. This universal language should con-
tain all properties of the languages of interest and
be organized in a semantic way.

3 Related Work

When we embarked on this line of research, we have
noticed a lack on works addressing directly the area of

Multilingual Text Categorization. The majority of re-
search works essentially comes of the Multilingual Text
Retrieval. Indeed, the two areas are based on the same
aspects (similarity between texts, comparison of docu-
ments with queries or class profiles).

R.Jalam et al. presented in [8] three approaches for
Multilingual Text Categorization that are based on the
translation of documents towards a language of refer-
ence. The authors claimed to have got good enough
results.

A.Gliozzo and C.Strapparava propose in [4] a new
approach to solve the Multilingual Text Categorization
problem based on acquiring Multilingual Domain Mod-
els from comparable corpora to define a generalized
similarity function (i.e. a kernel function) among doc-
uments in different languages, which is used inside a
Support Vector Machines classification framework. The
results show that the approach largely outperforms a
baseline.

These last years, researches showed that using on-
tologies in monolingual text categorization is a promis-
ing track. J.Guyot proposed in [6] a new approach that
consists in using a multilingual ontology for Informa-
tion Retrieval, without using any translation. He tried
only to prove the feasibility of the approach. Neverthe-
less, it still has some limits because the used ontology
is incomplete and dirty.

Intelligent methods for enabling concept-based hier-
archical Multilingual Text Categorization using neural
networks are proposed in [1]. These methods are based
on encapsulating the semantic knowledge of the rela-
tionship between all multilingual terms and concepts in
a universal concept space and on using a hierarchical
clustering algorithm to generate a set of concept-based
multilingual document categories, which acts as the hi-
erarchical backbone of a browseable multilingual doc-
ument directory. The concept-based multilingual text
classifier is developed using a three-layer feed-forward
neural network to facilitate the concept-based Multilin-
gual Text Categorization.

4 WordNet & Text Categorization

WordNet [10] is a lexical inheritance ontology gifted
with many different pointers that aim to represent some
aspects of the semantics of the lexicon, and the rela-
tionships of different lexicalized concepts. Princetons
WordNet has been under construction for over a decade
and several versions were proposed. The last version
(WordNet 2.1) contains more than 155000 word forms
organized in 117597 word meanings. The word forms
in WordNet are divided by part of speech into nouns,
verbs, adjectives, and adverbs. The nouns are orga-



nized as a hierarchy of nodes, where each node is a
word meaning or, as it is termed in WordNet, a synset.
A synset is simply a set of words that express the same
meaning in at least one context. For example,{accession,
addition } is a synset which express the meaning of
adding to something. Table1 shows the distribution of
the synsets on the four data bases (noun, verb, adjective,
adverb) in WordNet 2.12.

Table 1: Number of words&synsets in WordNet 2.1.

POS Word forms Synsets

Noun 117097 81426
Verb 11488 13650

Adjective 22141 18877
Adverb 4601 3644
Totals 155327 117597

Synsets are connected to each other through various
semantic relations. The most important relations be-
tween nouns are the relations of hyponymy and hyper-
nymy, which are transitive relations between synsets.
The hypernymy relationship between synsets A and B
means that B is a kind of A. Hypernymy and hyponymy
are inverse relationships, so if A is a hypernym of B,
then B is a hyponym of A. For example the synset {com-
puter, computing machine, computing device, data pro-
cessor, electronic computer, information processing sys-
tem} is a hypernym of the synset {home computer}.
Usually each synset has only one hypernym, therefore
this relation organizes WordNet into a hierarchical struc-
ture. Another pair of inverse relations that hold be-
tween nouns are the meronymy and the holonymy re-
lations. If A is a holonym of B (or in other words B
is a meronym of A), it means that B is a part of A.
For example, synset {keyboard} is a meronym of the
synset {computer, computing machine, computing de-
vice, data processor, electronic computer, information
processing system}.

The wide coverage of WordNet and its free avail-
ability has promoted its utilization for a variety of text
classification tasks, including IR and TC. While Word-
Net usage for text classification has not proven widely
effective [17, 19], some works in which WordNet synsets
are used as indexing terms for IR and TC are very promis-
ing [3, 5, 14, 9].

5 Our Approach

Specially dedicated to the problem of "Cross-lingual
training", the proposed approach is based on the trans-
lation of documents to be categorized towards the En-

2These statistics are extracted from: http://wordnet.princeton.edu/

glish language in order to be able to use the WordNet
ontology thereafter. This hybridization between using
machine translation and WordNet offers the following
advantages:

• Without using machine translation, it becomes nec-
essary to construct a WordNet ontology for every
language. This construction is very expensive in
terms of times and personals.

• The use of an ontology well constructed and rich
as WordNet is going to permit to correct mistakes
of the translation while using hypernymy relation
and others.

Labelled documents
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- Conceptual Representation
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Translation

...
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{
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Capturing relationships
between synsets

Creating 
categories profiles

- Conceptual RepresentationDistance computation

Training Phase Classification Phase

Figure 1: Architecture of the proposed approach

As indicated in Figure1, the suggested approach is
composed of two phases. The first relates on the train-
ing phase that consists in creating conceptual categories
profiles. These conceptual profiles will contain con-
cepts that characterize best a category with regard to
the other categories. The second phase is the classifica-
tion, it consists in using machine translation techniques
to translate documents into English language in order
to generate its conceptual vector using WordNet. After
this, we have to weight document vector and categories
profiles, then to calculate distances between them in or-
der to be able to decide the adherence of the document
to a category or an another one.



5.1 Training phase

The first issue that needs to be addressed in this phase
is: "how to represent texts so as to facilitate machine
manipulation but also to retain as much information as
needed ?". The commonly used text representation is
the Bag-Of-Words, which simply uses a set of words
with their number of occurrences to represent documents
and categories [12]. This representation was disadvan-
taged by the ignorance of any relation between words,
thus learning algorithms are restricted to detect patterns
in the used terminology only, while conceptual patterns
remain ignored. In our approach, the training phase
consists of using WordNet to create profiles categories
which will contain concepts (synsets in WordNet) that
characterize best one category with regard to the other
categories. For this purpose, three steps are required:

• Mapping terms into synsets using WordNet;

• Capturing relationships between synsets;

• Using features selection method to select the char-
acteristic concepts that will form the conceptual
categories profiles.

5.1.1 Mapping terms into synsets

The most straightforward representation of documents
relies on term vectors. The major drawback of this basic
approach for document representation is the size of the
feature vectors, usually more than 10,000 terms. In the
application of text categorization, however, completely
different terms may represent the same concepts. In
some cases, terms with different concepts can even be
replaced with only one higher level concept without
negative effect on performance of the classifier. Ob-
viously, mapping terms to concepts is an effective and
reasonable method to reduce the dimensionality of the
vector space. In the most case, one word may have
several meanings and thus one word may be mapped
into several synsets which may add noise to the rep-
resentation and may induce a loss of information. In
this case, we need to determine which meaning is be-
ing used, which is the problem of sense disambiguation
[7]. For this purpose, WordNet returns an ordered list
of synsets for each term. Thereby, the ordering is sup-
posed to reflect how common it is that a term reflects a
synsets in "standard" English language. More common
term meanings are listed before less common ones.

While there is a whole field of research dedicated to
word sense disambiguation, it has not been our inten-
tion to determine which one could be the most appro-
priate, but simply whether word sense disambiguation

is needed at all. In our approach, we used a simple dis-
ambiguation strategy that consists of considering only
the most common meaning of the term (first ranked el-
ement) as the most appropriate. So our mapping pro-
cess consists in replacing each term by its most com-
mon meaning. Thus the synset frequency is calculated
as indicated in the following equation:

sf(ci, s) = tf(ci, {t ∈ T | first(Refs(t)) = s})(1)

where:

• ci: theith category.

• tf(ci, T
′): the sum of the frequencies of all terms

t ∈ T ′ in the train documents of categoryci.

• Refs(t): the set of all synsets assigned to termt
in WordNet.

5.1.2 Capturing relationships between synsets

After mapping terms into synsets, this step consists in
using the WordNet hierarchies to capture some useful
relationships between synsets (hypernymy in our case).
The synset frequencies will be updated as indicated in
the following equation:

sf(ci, s) =
∑

b∈H(s) sf(ci, b) (2)

Where:

• ci: theith category.

• b ands are synsets.

• H(s) contains the synsets that have the synsets as
hypernym.

5.1.3 Creating conceptual categories profiles

Selection methods for dimensionality reduction take as
input a set of features and output a subset of these fea-
tures, which are relevant for discriminating among cate-
gories [2]. Controlling the dimensionality of the vector
space is essential for two reasons. The complexity of
many learning algorithms depends crucially not only on
the number of training examples but also on the num-
ber of features. Thus, reducing the number of features
may be necessary to make these algorithms tractable.
Also, although more features can be assumed to carry
more information and should, thus, lead to more accu-
rate classifiers, a larger number of features with possi-
bly many of them being irrelevant may actually hinder
a learning algorithm constructing a classifier. For our
approach, a feature selection technique is necessary in
order to reduce the big dimensionality by creating the



conceptual categories profiles. For this purpose we used
theχ2 multivariate statistic for feature selection.

The χ2 multivariate [21], notedχmultivariate
2 is a

supervised method allowing the selection of features by
taking into account not only their frequencies in each
category but also interaction of features between them
and interactions between features and categories. In our
case, it consists of extracting, for each category, theK
better synsets (our features) characterizing best the cat-
egory compared to the others. With this intention, the
matrix (synsets-categories) representing the total num-
ber of occurrences of thep synsets in them categories is
calculated. The total sum of the occurrences is notedN .
The valuesNjk represent the frequency of the synsetsj

in the categoryck. Then, contributions of these synsets
in discriminating categories are calculated as indicated
in equation(3), then sorted by descending order for each
category.

Cχ2
jk = N

(fjk−fj.f.k)2

fj.f.k
× sign(fjk − fj.f.k) (3)

Where:fjk = Njk

N representing the relative frequencies
of the occurrences.

The evaluation of the sign in the equation (3) makes
it possible to determine the direction of the contribution
of the synset in discriminating the category. A positive
value indicates that it is the presence of the synset which
contribute in the discrimination while a negative value
reveals that it is its absence which contribute in it.

5.2 Classification Phase

The classification phase consists on using the concep-
tual categories profiles in classifying unlabelled docu-
ments in different languages. Our classification phase
consists of:

• Translating the document to be categorized and gen-
erating a conceptual vector;

• Weighting the conceptual categories profiles and
the conceptual vector of the unlabelled document;

• Calculating distance between the conceptual vec-
tor of the document and all conceptual categories
profiles.

5.2.1 Translation and generation of the conceptual
vector

The translation of the text to be classified in the lan-
guage of training corpus is also a paramount stage. The
objective here is not to produce a translated text accu-
rately recalling the semantic properties of the original

text, but to provide a text ensuring a sufficient quality
of classification. It is obvious that the obtained result
will depend on the used translator. For that, we used
JWT 3(Java Web Translator) library which provides au-
tomatic language translation for 14 languages including
English, Spanish, French, Italian, Deutsch, Greek, Chi-
nese, Japanese, Russian, ect.

After translating document, we have to use WordNet
in order to generate a conceptual vector for the docu-
ment (mapping terms into synsets and capturing rela-
tionships between synsets).

5.2.2 Weighting

This stage consists of weighting conceptual categories
profiles and conceptual vector of the unlabelled docu-
ment. Each weightw(s, c) expresses the importance of
synsets in vector ofc with respect to its frequency in
all training documents. The objective of using a feature
weight rather than plain frequencies is to enhance clas-
sification effectiveness. In our experiments, we used
the standardtfidf (term frequency - inverse document
frequency) function [16], defined as:

w(sk, ci) = tfidf(sk, ci) = tf(sk, ci)× log( |C|
df(sk) )(4)

Where:

• tf(sk, ci) denotes the number of times synsetsk

occurs in categoryci.

• df(sk) denotes the number of categories in which
synsetsk occurs.

• | C | denotes the number of categories.

5.2.3 Distance computation

The similarity measure is used to determine the degree
of resemblance between two vectors. To achieve rea-
sonable classification results, a similarity measure should
generally respond with larger values to documents that
belong to the same class and with smaller values other-
wise. The dominant similarity measure in information
retrieval and text classification is the cosine similarity
between two vectors. Geometrically, it evaluates the
cosine of the angle between two vectorsd1 andd2 and
is, thus, based on angular distance [15]. This allows us
to abstract from varying vector length. The cosine sim-
ilarity can be calculated as the normalized dot product:

Si,j =
P

s∈i_j tfidf(s,i)×tfidf(s,j)√P
s∈i tfidf2(s,i)×Ps∈j tfidf2(s,j)

(5)

3This package is available on:
http://sourceforge.net/projects/webtranslator



With:
s: a synset,
i andj: the two vectors (profiles) to be compared.
tfidf(s, i): the weight of the synsets in i.
tfidf(s, j): the weight of the synsets in j.

Which can be translated in the following way: "If
the two vectors are very alike their corresponding an-
gle should be very small and approaching zero (cosine
value approaching 1). On the other hand, if the angle is
high, let say, 90 degrees, the vectors would be perpen-
dicular(orthogonal) and the cosine value would be 0. In
such case, the two vectors are not related". In our ap-
proach, this similarity measure is used to calculate dis-
tances between the conceptual vector of the unlabelled
document and all categories profiles. As a result, the
document will be assigned to the category whose pro-
file is the closest with the document vector.

6 Experimental Results

6.1 Datasets for evaluation

6.1.1 Monolingual dataset

The Reuters dataset has been used in many text cate-
gorization experiments; the data was collected by the
Carnegie group from the Reuters newswires in 1987.
There are now at least five versions of the Reuters datasets
widely used in TC community.

Table 2: The 10 used categories of Reuters-21578 corpus

Category ] Training ] Test

Earn 2877 1087
Acquisition 1650 719
Money-fx 538 179

Grain 433 149
Crude 389 189
Trade 369 118

Interest 347 131
Wheat 212 71
Ship 197 89
Corn 182 56
Total 7194 2788

In our experiments, we used the 10 most frequent
categories from the Modapte4 version as our monolin-
gual dataset for training and testing (as shown in Ta-
ble2).

6.1.2 Multilingual dataset

The ILO corpus is a collection of full-text documents,
each labelled with one category (mono-classification)

4http://www.daviddlewis.com/ressources/testcollections

which can be downloaded from the ILOLEX website of
the International Labour Organisation5. ILOLEX de-
scribes itself as a trilingual database containing ILO
Conventions and Recommendations, ratification infor-
mation, comments of the Committee of Experts and the
Committee on Freedom of Association, representations,
complaints, interpretations, General Surveys, and nu-
merous related documents. The languages concerned
are English, Spanish and French. In our experiments,
we used a bilingual version (with documents in English
and Spanish) mono-classified in 10 categories with a
rather varying number of documents per category as
shown in Table3.

Table 3: The 10 used categories of the ILO corpus

Category ] English ] Spanish

Special prov. by Sector of Econ. Act. 108 121
Conditions of employment 397 86

Conditions of work 299 71
Economic and social development 22 23

Employment 410 448
Labour Relations 276 278

Labour Administration 85 81
Health and Labour 98 86

Social Security 150 148
Training 79 20
Total: 1924 1362

6.2 Evaluation method

Experimental results reported in this section are based
on the so-called "F1 measure", which is the harmonic
mean of precision and recall.

F1(i) = 2×precision×recall
precision+recall (6)

In the above formula, precision and recall are two
standard measures widely used in text categorization
literature to evaluate the algorithms effectiveness on a
given category [20]. We also use the macroaveragedF1

to evaluate the overall performance of our approach on
given datasets. The macroaveragedF1 computes the
F1 values for each category and then takes the aver-
age over the per-categoryF1 scores. Given a training
dataset withm categories, assuming theF1 value for
the i − th category isF1(i), the macroaveragedF1 is
defined as :

MacroAveragedF1 =
Pm

i=1 F1(i)

m (7)

5http://ilolex.ilo.ch:1567/Spanish/index.htm



6.3 Results

In order to be able to show the utility of the use of Word-
Net in Multilingual Text Categorization, we tested the
suggested approach on both monolingual and multilin-
gual datasets. It is necessary to specify here, that our
objective is not to compare the two used datasets but
to show if it is possible to spread the use of WordNet
in Multilingual Text Categorization with using machine
translation techniques.

Table 4: Comparison of MacroAveragedF1 results on the two used
datasets

Size of profiles Monolingual dataset Multilingual dataset

k=100 0.664 0.416
k=200 0.663 0.455
k=300 0.663 0.504
k=400 0.666 0.534
k=500 0.667 0.554
k=600 0.668 0.560
k=700 0.667 0.561
k=800 0.668 0.573
k=900 0.668 0.573

The results of the experimentations are presented in
Table4. Concerning the profiles size, it is noted that
for the two datasets, the best performances are obtained
with size profilek = 800. Indeed, the performances
improve more and more by increasing the size of pro-
files.

In addition, it is noticed that the performances of
multilingual text categorization are very close to those
of monolingual text categorization. Indeed, the differ-
ences of the error rates obtained in multilingual cate-
gorization (after translation) compared with those ob-
tained in monolingual categorization are not significant.

7 Conclusion

In this paper, we proposed a new approach for Multi-
lingual Text Categorization which is based on the one
hand on the use of WordNet and on the other hand on
the use of machine translation techniques. The obtained
results are encouraging and carry out us to confirm that
the use of WordNet in Multilingual Text Categorization
is a promising track.

Our future works will concern the use of WordNet
in distance computation in order to be able to test the
use of the semantic distances instead of the statistics
distances. Another track consists in using other disam-
biguation, selection and weighting techniques.
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