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Abstract. A comparison between a number of search engines from three different families (HITS, Page-
Rank, and Propagation of Trust) is presented for a small web server with respect to perceived relevance.
A total of 307 individual tests have been done and the resultsfrom these were disseminated to the al-
gorithms, and then handled using confidence intervals, Kolmogorov-Smirnov and ANOVA. We show
that the results can be grouped according to algorithm family, and also that the algorithms (or at least
families) can be partially ordered in order of relevance.
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1 Introduction

Finding the required information on the WWW is not a
trivial task. Currently used search engines will usually
give good advice on pages to look at, but are there more
personalised tools that can be used instead? We will
in this work compare the relative strength of some of
the algorithms usable in a user defined personalisation
environment, in order to find out how they behave over
smaller networks (such as a single web server).

Two things that these algorithms have in common is
that they operate on a connection matrix (or adjacency
matrix), and they all use a set of pages that are known
to be about a specific topic (calledknown pages) as the
starting point. The algorithms belong to three different
families:

Hypertext-Induced Topic Selection (HITS [9]) This
family of algorithms does not work on the entire
connection matrix, but will instead use a subset
of this matrix calledH . It includes the known
pages together with pages pointing at one or more
pages among the known pages as well as the pages
pointed out by them. Each page in the entire set is
given a start value in two categories, “hub” (denot-
ing an important link page) and “authority” (denot-
ing a page with valuable information on the given
subject). These values are adjusted by iteration
and normalisation over the simultaneous equations
given in Eq. (1).

hi =
∑

(i,j)∈E

aj aj =
∑

(i,j)∈E

hi (1)

The basic idea behind HITS is to use the inher-
ent strength of the connection matrix. The starting
point is to give a value to all pages in the known
set, and then calculate the final result by propagat-
ing these values first in the forward direction of
H (giving a partial result of the authority pages),
then back into the hub value until the calculations
are stable.

The two algorithms of the HITS family that we
will use are the originalHITS [9] algorithm as
well as theRandomized HITS [12] algorithm,
where some of the hub/authority value given to
each page is dissapated to all pages in the set. There
are other versions in this family, including:

Subspace HITS [12], where all stable eigenvec-
tors found are multiplied with their relative
eigenvalue strength and these are then super-
positioned,

Clever [6], where the connection matrix is slightly
changed by weighting according to the num-
ber of incoming/outgoing hyperlinks as well
as whether the pages resided on the same site
or not1,

1A later version of Clever breaks up pages with a vast amount of
outgoing links into micro-pages, each with its own fine-grained hub
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MHITS [11], where the connection matrix is gen-
erated using web logs as well as more than
one link away from the original starting page,

BHITS [2], where two things are used in order
to make HITS more stable; outliers are fil-
tered out and the weight of links between two
servers are one divided by the number of links,
and

Stochastic Approach to Link Structure Analysis
(SALSA) [10], whereH andH ′ are updated
in order to get stochastic matrices (by divid-
ing each value in a row with the number of
values in the row). The main reason for doing
this is to get a sound and stable system, but
the final outcome is that for systems without
dangling nodes (or weights) we get a result
directly related to the in- (for authority value)
and out-degree (for hub value). This can be
computed much faster with other techniques.

Clever and BHITS were ruled out since all pages
resided on one web server and Subspace HITS were
removed since our search engine framework was
unfortunately not able to support them fully. No
web logs were available, thus ruling out MHITS,
and SALSA did not give sufficiently fine-grained
results for weighted disseminations. This left us
with HITS and Randomized HITS from this fam-
ily.

PageRank This is the main algorithm of Google [3],
and is used to give a query independent impor-
tance number (called arank value) to each web
page according to the structure of hyper links be-
tween web pages.

PageRank uses a random surfing model over the
Internet. This means that it models the behaviour
of a web surfer that follows one randomly cho-
sen link in the current page, every once in a while
this web surfer gets bored with the current chain of
pages and skips to a random page on the Internet
(called thedamping factor). Each visit to a page
would in theory indicate that a page gets slightly
more interesting than before. Rather than letting
a simulator mark each visited page a number of
times, there are much more effective ways of sim-
ulating and calculating these values.

The probability that the web surfer will visit page
wj is given in Eq. (2), using(1 − µ) < 1 as the

value [4]. These micro-pages are not seen as entirely separate entities,
and a secondary aggregate hub/authority value can be calculated for
them as well.

dampening factor, the graphG = (V, E) whereV
is the set of pages andE is the set of hyper links,
n = |V |, andd(wi) is the out-degree of pagewi.

PR(wj) =
1 − µ

n
+ µ

∑

(i,j)∈E

PR(wi)

d(wi)
(2)

This is the same thing as using a connection matrix
where each column sums to 1 modified by adding
the dampening factor as can be seen in Eq. (3).

P =

[

1 − µ

n

]

n×n

+ µM (3)

The PageRank is the dominating eigenvector ofP :
Pπ = π, π > 0, ||π||1 = 1. This means that the
i-th entry ofπ is the probability that a surfer visits
pagei, or the PageRank of pagei.

The version that we will use in this work isTopic-
Sensitive PageRank [8]. It uses the same gen-
eral ideas and algorithm as the normal PageRank,
except that skipping will be to one of the known
pages; the dampening factor is only added (and
scaled accordingly) if the corresponding page is
known to be about that particular subject.

Propagation of Trust This set of algorithms builds on
the algorithm found in [1]. The main idea is that
the trust of known pages are distributed (and di-
minished by1/ξ, whereξ > 1) over each out-
going link, until the value is too small to make a
difference any more. We will use three different
versions of this algorithm in this work:

Basic Propagation of Trust (ProT) Given an ini-
tial score̟(j, 0) = 1 (100%) for pages that
are on-topic and zero otherwise, and usingk
as the iteration count as well as settingξ to be
a value just over the dominant eigenvalue of
the corresponding connection matrix we can
apply the algorithm in Eq. (4).
The final answer is given after normalisation
of thek:th ̟ vector.

Superpositioned Singleton Propagation of Trust
(S2ProT) This algorithm is a much faster re-
placement for ProT. For each page among the
known pages we calculate a singleton (or ba-
sic) vector using ProT, and then superposi-
tion these vectors to form the final answer.
Calculating a singleton is usually much faster
than using the set of known pages directly in
ProT.



̟(j, k) =
1

ξ

∑

(i,j)∈E

̟(i, k − 1) +

{

̟(j, k − 1) j is on-topic

0 otherwise.
(4)

Hybrid Superpositioned Singleton Propagation
of Trust (HyS2ProT) This is a hybrid ver-
sion of S2ProT where each outgoing value is
further decreased with the number of outgo-
ing links (i.e. the out-degree of a page) in the
same manner as for PageRank.

1.1 Hypotheses

We have two main hypotheses regarding smaller input
sets (see Appendix A for a description of the input data
set):

1. These algorithms will for this data set give top five
results that are disparate when comparing different
families of algorithms with each other.

2. The Propagation of Trust family gives better sets
of top five results (with regards to relevancy) than
any of the others for this data set.

2 Methods and Materials

In order to find out whether the algorithms in question
yields roughly equally relevant results the following ex-
periment was conducted: The top five results from ap-
plying the algorithms was gathered and combined for a
number of keywords (see Section 2.1), yielding a total
of between nine and 20 links per keyword. These links
were manually examined for relevancy with regards to
the corresponding keyword by those participating in the
experiment, yielding a total of 307 tests of the ten key-
words. The relevances were then propagated back to
the corresponding algorithms as per Section 2.2 in or-
der to find out how relevant the mean result of each al-
gorithm are, both per question and in total. The total
relevancy of each algorithm were then compared using
confidence intervals (see Section 2.3) and Kolmogorov-
Smirnov (see Section 2.4) to show whether there are dif-
ferences between each algorithm in terms of relevancy.

2.1 Keyword Selection Criterias

The first criteria was that at least eight pages had to con-
tain a keyword in order for it to be eligible for inclu-
sion in this experiment. The reason for this is that there
should be a basis for variability of the top lists of each
algorithm. One keyword that appears in only one page
was still kept here, since variation between HITS and
Randomized HITS was apparent with this keyword.

The second criteria was that combining the results
from the algorithms should yield at least nine unique
links in the resulting set. Once more, this rule also
stems from the variability of the top lists.

The third criteria was that the pages had to be present
during the experiment. Some pages have been removed
since the database was gathered, thus preventing some
otherwise fitting keywords from being used.

The fourth criteria was that no student web page
should be included in the top lists, so that no single in-
dividual of the student body should feel singled out.

The fifth criteria was that at most 20 links should
be given when combining the results of the algorithms.
The reason for this is that the workload of those partic-
ipating in the experiment should be reasonably small.

The sixth and final criteria was that not all pages
given by an algorithm should have exactly the same
weight attributed to them, in order to use the weights
to find differences between the data sets.

These criteria yielded a list of a few hundred suit-
able candidates for inclusion in the experiment. The
final selection was done using two methods – direct se-
lection of some keywords that we felt were well defined
(in this case ‘aagren’, ‘jubo’, ‘kompilatorteknik’, and
‘ola’), while the others were selected at random.

2.2 Dissemination of Result to Algorithms

The relevance checking was done using blind reviews
(i.e. no reference was given as to what or which al-
gorithm(s) produced the link in the top five positions)
on a five-graded scale. The first grade indicated that
the reviewer was unable to say anything about the rel-
evancy of the page regarding the current keyword, and
these values were ignored in all calculations. The sec-
ond grade corresponded to a complete lack of relevancy,
i.e. 0. The third grade was indicative of some relevance,
i.e. 1

3 . The fourth grade indicated a moderate amount of
relevance, i.e.23 . The fifth and final grade indicated that
the page was very relevant, corresponding to 1 (or 100%
relevance). This scaling will lead to an underestimation
of the true relevance of the pages, but we are interested
in the relative rather than exact relevance here.

2.2.1 Original Dissemination

The pages given in the top lists for each algorithm shows
which pages should be included in each dissemination.



The values corresponding to each grade were summed
up and then divided by the number of grades that did
not belong to the first grade, thereby forming a mean
relevancy for that keyword and algorithm combination
according to that reviewer.

As an example, consider the top-listP containing
the five pagesA, B, C, D andE. These were given the
gradesA - grade one,B - grade two, . . . ,E - grade five.
This means that the mean relevancy for top-listP from
this grader was

0 + 1/3 + 2/3 + 1

4
= 0.5 or 50%.

2.2.2 Weighted Dissemination

The algorithms supply not only the list of pages, but
also gives a weight∈ (0, 1] for each page. For all pages
with grades higher than the first, add up both the prod-
uct of page weight and the corresponding page rele-
vancy and the sum of the weights. The final number
is given by dividing the sum of products with sum of
weights. The rationale here is that the higher weight
attributed to them by an algorithm, the more important
that page should be for the final score.

We can continue the example above by saying that
the weight corresponding to pageA is a = 0.6, weight
of pageB is b = 0.7, . . . , and weight of page E is
e = 1.0. Given the same grading as in the previous
section the weighted relevancy would be

0.7 × 0 + 0.8/3 + 0.9 × 2/3 + 1

0.7 + 0.8 + 0.9 + 1
≈ 0.5490/54.90%.

2.3 Confidence Interval Comparisons

The mean result can be used to rank the algorithms ac-
cording to relevancy. Moreover, by forming a confi-
dence interval around this mean it is possible to show
whether the results from the disseminations are disparate.

2.4 Kolmogorov-Smirnov Comparisons

One of the most widely used goodness-of-fit tests avail-
able is the Kolmogorov-Smirnov. It uses the maximum
differenceD in y values between two curves plotted in
a cumulative fraction plot, i.e. going in discrete steps of
1/#steps from 0 to 1 from left to right. This difference
is then compared to a number that depends on both the
chosenα level (in our case 0.001) and the number of
samples in the set. The number of samples to use in the
comparison is calculated from the original number of
samples for each input set (n1 andn2, respectively):

n =
n1 × n2

n1 + n2

3 Results

3.1 Confidence Interval Comparisons

3.1.1 Original

Both the 95% confidence intervals plotted in Figure 1 as
well as the 99.9% confidence intervals given in Table 1
leads to the same result; we can divide the algorithms
into four groups. The top group contains HyS2ProT,
S2ProT and ProT, with each confidence interval encom-
passing the mean value of the others. The second group
contains only one algorithm, Topic-Sensitive PageRank.
The third group contains HITS Authority and Random-
ized HITS Authority, and (Randomized) HITS Hub is
the algorithm that is the sole member of the last group.

Table 1: The mean relevance values and their 99.9% confidence in-
tervals, given in descending order.

Algorithm Mean 99.9% conf. inter.

HyS2ProT 0.4823 (0.4383,0.5263)
S2ProT 0.4797 (0.4325,0.5270)
ProT 0.4416 (0.3872,0.4959)
Topic-Sensitive PageRank 0.3462 (0.3073,0.3851)
HITS Authority 0.2723 (0.2210,0.3237)
Randomized HITS Authority 0.2465 (0.2057,0.2873)
(Randomized) HITS Hub 0.1719 (0.1344,0.2094)

3.1.2 Weighted

The same four groups with overlapping confidence in-
tervals can be found in the weighted result set as well
as can be seen in Figure 1 and Table 2. The first group
consists of HyS2ProT, S2ProT and ProT, the second of
Topic-Sensitive PageRank, the third of both versions of
HITS Authority and the final group contains (Random-
ized) HITS Hub.

Table 2: The mean weighted relevance values and their 99.9% confi-
dence intervals, given in descending order.

Algorithm Mean 99.9% conf. inter.

ProT 0.5654 (0.5070,0.6237)
HyS2ProT 0.5582 (0.5114,0.6050)
S2ProT 0.5540 (0.5033,0.6047)
Topic-Sensitive PageRank 0.3783 (0.3312,0.4253)
HITS Authority 0.2761 (0.2248,0.3273)
Randomized HITS Authority 0.2761 (0.2248,0.3273)
(Randomized) HITS Hub 0.2034 (0.1569,0.2500)
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Figure 1: This graph shows the mean relevance values as well as 95% confidence intervals per algorithm, both unweighted and weighted.

3.2 Kolmogorov-Smirnov Comparisons

For each combination of result lists, we put up the fol-
lowing hypothesis:

H0 : The distribution of the two lists are equal.

H1 : The distribution of the two lists are not equal.

The Kolmogorov-Smirnov test is then applied to the
combination in order to either reject or acceptH0.

3.2.1 Original

The results from these comparisons is that ProT, S2ProT
and HyS2ProT have almost identical distribution, as
does HITS Authority and both Randomized HITS Au-
thority and (Randomized) HITS Hub. All other combi-
nations are disparate at the 99.9% certainty level. The
corresponding cumulative fraction plot can be seen in
Figure 2. For full results see Appendix D.

3.2.2 Weighted

The results from these comparisons is that HITS Au-
thority and Randomized HITS Authority have almost
identical distribution, and S2ProT has a distribution that
is very close to both ProT and HyS2ProT (while these
two are disparate). All other combinations are disparate

at the 99.9% certainty level. The corresponding cumu-
lative fraction plot can be seen in Figure 3. For full
results see Appendix D.

4 Discussion and Conclusions

Looking back at the two main hypotheses posed in the
introduction (Section 1.1) we can see that both of them
have been shown to be true with high significance:

1. The mean values from each algorithm of each fam-
ily does neither appear in the confidence intervals
of another (Section 3.1), nor will Kolmogorov-
Smirnov retainH0 of comparisons between fam-
ilies (Section 3.2) for both original and weighted
values.

2. The values presented by the confidence intervals
in Section 3.1 shows that a distinct relevance or-
der can be seen among the algorithm families. The
order is that Propagation of Trust yields better re-
sult than Topic-Sensitive PageRank, that in turn
yields better result than HITS. This is also visi-
ble in Figure 2 where this order (remember that a
lower curve corresponds to better relevancy) can
be clearly seen. This is also true for the largest
part of Figure 3, even though some crossing of the
graphs can be seen.
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Figure 2: Cumulative fraction of answers that is at a certain level or lower.

The Hub lists of HITS and Randomized HITS are
identical in the unweighted version, while the weighted
version shows some minor differences (D = 0.0749). A
slightly larger difference can be seen when looking at
the authority scores, with difference in distribution of
(D = 0.07818) orα = 0.2890.

There is a slightly more complex situation among
the algorithms of the Propagation of Trust family. While
looking at the original comparisons at the high signifi-
cance level we are unable to reject that each mean value
could come from one of the other algorithms. Looking
at Figure 2 and Figure 3 gives a clear indication that
thereis in fact some minor differences between the al-
gorithms. The only way to show this is to increaseα,
and theα required to show that the distributions are dis-
parate can be seen in Table 3.

Table 3: This table shows theα that must be chosen in order to show
that the distributions from the algorithms are disparate.

Original Weighted
S2ProT HyS2ProT S2ProT HyS2ProT

ProT 0.0074 0.0024 0.0988 0.0004
S2ProT 0.4526 0.0528

The results given in Section 3.1 has been confirmed
by using ANOVA tests, where only tests between al-

gorithms of the same family havep-values of 0.001 or
higher. The relevant tests are between:

• HITS Authority and Randomized HITS Authority
(f = 1.6811, p = 0.1953),

• ProT and S2ProT (f = 3.0072, p = 0.0834),

• ProT and HyS2ProT (f = 3.6335, p = 0.0571),
and, finally,

• S2ProT and HyS2ProT (f = 0.0169, p = 0.8966).

Our conclusion of this experiment is that not only
does the algorithms in the Propagation of Trust fam-
ily yield good results even for smaller databases, they
give better results than the competition. The main rea-
son for the lower results of Topic-Sensitive PageRank is
probably the relative lack of links, the more links (and
pages) the better it seems to be working. There are on
the other hand two reasons for the lower than expected
results from HITS:

• The first reason is that some pages that came from
the hub lists do not talk about a subject directly but
have lots of links to pages that does.

• The second reason is that HITS suffer from mutu-
ally reinforcing relationships between pages among
the included pages as well as topic drift, where a
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Figure 3: Weighted cumulative fraction of answers that is at a certainlevel or lower.

tight-knit community of pages can take over as the
most important pages for a query.

The scaling could be improved on an intuitive level
by using a more sensible scale (such as ignore, 0%,
50%, 75% and 100%) if more exact relevance number
were required. We have opted to continue with this scal-
ing, since rescaling would not affect the final result.

One thing that could be done to get even more infor-
mation per keyword is to look at more than 5 links per
list. This method have the drawback that the number
of links to process for those participating in the experi-
ment increases almost linearily, so that an increase from
5 to 10 links per algorithm yields roughly twice as many
links to check.

Another test that should be done is to look at a much
larger database, preferrably the entire Internet. Since
this data is not available at this time this is hardly fea-
sible, even though we do have much larger databases to
work on (such as the entire web structure at Umeå Uni-
versity). It would however be much harder to choose
keywords to use, since even more criterias (such as pages
on more than one web server) could be applied.

Hiding the true souce of each link rather than com-
paring each list directly was first seen in [7] (comparing
Clever and Yahoo), since they found a distinct problem
in their earlier comparisons that showed the entire result

lists from each search engine/algorithm [5]. One set of
the included result lists in the older test contained an-
notations and one-line summaries, thus yielding better
information for the classifier to use when assessing rele-
vancy. We must agree that using blind examinations for
relevancy yields an objectively better result and should
be used in future studies.
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A Test Database

The database used in this experiment contains a subset
of all the pages available at www.cs.umu.se, the web
site of the Department of Computing Science, Umeå
University. This database was collected in January 2003.

The database contains 7312 pages, of which 2728
are HTML pages with outgoing links. There are a total
of 22970 hyperlinks, yielding an average of approxi-
mately 8.42 outgoing hyperlinks per HTML page and
just over 3.14 incoming links per page.

A total of 57823 keywords are present at least once
in the entire set of pages. These keywords are present
in on average 9.87 pages, for a total of 570870 page oc-
currences. 33854 of these keywords appear in the same
set of pages as another keyword, so that only 23969
unique ranking lists are required for the entire set per
algorithm.

Looking at the web site as a undirected graph we
find that it contains 130 components, with 6885 pages
in the largest component.

B Keywords

The keywords used in the assessment can be seen in
Table 4.

C Confidence Intervals per Keyword

The 95% confidence intervals for each keyword given
in Appendix B (and Table 4) can be seen in Figure 4
and Figure 5.

D Full Kolmogorov-Smirnov Results from
Comparisons

Table 5 contains all results from applying Kolmogorov-
Smirnovs tests on each of the 21 possible combinations
of algorithms (counting the results from HITS Hub and
Randomized HITS Hub values as equal). These val-
ues are given for both the original and for the weighted
Kolmogorov-Smirnov tests.

http://www.cs.umu.se


Table 4: The keywords used in the tests

Keyword English #pages in DB #pages in test #tests

aagren Ågrena 227 17 34
choklad chocolate 15 17 33
exempelrapport sample report 1b 9 34
jubo Jürgen Börstlera 110 19 30
kallin Kallina 161 19 37
kompilatorteknik compiler construction/techniques 23 18 31
konstant constant 18 16 26
matrismultiplik matrix multiplicc 8 16 19
ola Olaa 251 17 37
relation relation 17 14 26

Sum: 307

aProper name.
bBreaks the first selection criteria, but was included since all other criterias were met and it manifested a real difference between the authority

lists of HITS and Randomized HITS.
cThis keyword has been truncated by stemming.
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Figure 4: Mean relevance and 95% confidence intervals for the first fourkeywords.
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Figure 5: Mean relevance and 95% confidence intervals for the last six keywords.



Table
5:

T
he

fullresults
from

the
K

olm
ogorov-S

m
irnovs

tests.
B

oth
t

ables
use

a
cut-off

of0.157
(

n
=

1
5
4
,
α

=
0
.0

0
1)

.

Original Randomized HITS
Authority

(Randomized) HITS
Hub

Topic-Sensitive Page-
Rank

ProT S2ProT HyS2ProT

HITS Authority
D = 0.0782 < 0.157,
H0 accepted

D = 0.2704 > 0.157,
H0 rejected

D = 0.2704 > 0.157,
H0 rejected

D = 0.3290 > 0.157,
H0 rejected

D = 0.4235 > 0.157,
H0 rejected

D = 0.4625 > 0.157,
H0 rejected

Randomized HITS Authority
D = 0.2704 > 0.157,
H0 rejected

D = 0.2736 > 0.157,
H0 rejected

D = 0.3322 > 0.157,
H0 rejected

D = 0.4267 > 0.157,
H0 rejected

D = 0.4658 > 0.157,
H0 rejected

(Randomized) HITS Hub
D = 0.4267 > 0.157,
H0 rejected

D = 0.4560 > 0.157,
H0 rejected

D = 0.5700 > 0.157,
H0 rejected

D = 0.5733 > 0.157,
H0 rejected

Topic-Sensitive PageRank
D = 0.2052 > 0.157,
H0 rejected

D = 0.2606 > 0.157,
H0 rejected

D = 0.3029 > 0.157,
H0 rejected

ProT
D = 0.1336 < 0.157,
H0 accepted

D = 0.1466 < 0.157,
H0 accepted

S2ProT
D = 0.0684 < 0.157,
H0 accepted

Weighted Randomized HITS
Authority

(Randomized) HITS
Hub

Topic-Sensitive Page-
Rank

ProT S2ProT HyS2ProT

HITS Authority
D = 0.0782 < 0.157,
H0 accepted

D = 0.2932 > 0.157,
H0 rejected

D = 0.3225 > 0.157,
H0 rejected

D = 0.4951 > 0.157,
H0 rejected

D = 0.5244 > 0.157,
H0 rejected

D = 0.5505 > 0.157,
H0 rejected

Randomized HITS Authority
D = 0.2932 > 0.157,
H0 rejected

D = 0.3225 > 0.157,
H0 rejected

D = 0.4951 > 0.157,
H0 rejected

D = 0.5244 > 0.157,
H0 rejected

D = 0.5505 > 0.157,
H0 rejected

(Randomized) HITS Hub
D = 0.3550 > 0.157,
H0 rejected

D = 0.5342 > 0.157,
H0 rejected

D = 0.5700 > 0.157,
H0 rejected

D = 0.5831 > 0.157,
H0 rejected

Topic-Sensitive PageRank
D = 0.2899 > 0.157,
H0 rejected

D = 0.2410 > 0.157,
H0 rejected

D = 0.3062 > 0.157,
H0 rejected

ProT
D = 0.0977 < 0.157,
H0 accepted

D = 0.1629 > 0.157,
H0 rejected

S2ProT
D = 0.1075 < 0.157,
H0 accepted
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