Investigation of amplification-based DDoS attacks on IoT devices
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Abstract. The purpose of this work is to evaluate the potential of Internet of Things (IoT) devices in conducting Distributed Denial of Service Attacks (DDoS). To this end, we propose a simulated WSN (wireless sensor networks) environment based on nodes running the Constrained Application Protocol (CoAP). Our idea is to extend the results obtained from previous work by evaluating the impact of the DDoS attack according to the following parameters: packet length, number of packets, and the traffic injection rate. Due to the low storage capacity, processing, and performance of the nodes, the whole network had its resources quickly drained during DDoS attack simulations. Our findings suggest that increasing the packet length can have a higher impact on network performance compared to the number of packets or the injection rate.
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1 Introduction

According to Rayes and Salam [21], the main idea of the Internet of Things paradigm is to act by physically connecting anything to the Internet to monitor and control its functionality. In this way, the ubiquitous presence of these connected devices makes them capable of interacting and cooperating to reach a common purpose [4]. This concept became popular both in academia and the business sector due to the high number of applications for society. However, despite its potential to improve people’s quality of life, the Internet of Things brings with it a growing concern with the security and privacy of data [21].

A denial of service (DoS) attack is intended to make resources unavailable to its users by, in most cases, increasing the network traffic to the target device [7]. In a distributed denial-of-service attack (DDoS), the incoming network traffic targeting the victim originates from many sources. In 2016, the most significant DDoS attack recorded until that moment occurred using a malware called Mirai [3]. This malware, infected security cameras, and video recording devices (DVR). Those IoT devices were used to trigger DoS attacks against domain name servers (DNS) hosted at the company DYN, which is responsible for providing network infrastructure services [6].

Wireless Sensor Networks (WSN) are one of the leading technologies used to materialize IoT applications [16]. WSN refers to a group of nodes with sensing, computation, and wireless communications capabilities [11]. An example of a scenario commonly used in WSNs involves monitoring environment variables, such as temperature. For that, several sensor nodes are
spread in an area of interest. Such devices can collect data and transmit it over a wireless network to one or more exit points, known as network coordinating nodes or base-station (BS). Sensor nodes usually have limited processing, storage, and energy resources. Most of them perform only one specific processing function and are powered by non-rechargeable batteries and must be independent, without requiring constant updates and human assistance [9]. Since sensors on a WSN network communicate with each other and with an external node, it is possible that DoS attacks could be launched to cause network resources unavailability and, consequently, harm the performance of applications that are consuming data from sensors [22]. Therefore, evaluating the impact of DoS attacks on WSN networks becomes a relevant research problem as discussed in [17][5][11].

The research conducted in [18] implemented scenarios to simulate and evaluate the effects of an amplification DDoS attack on a wireless sensor network (WSN). The scenarios were built so that the WSN has a malicious infiltrated node that sends service discovery requests to all sensors with a spoofed IP address. The results show that such an environment is vulnerable to DDoS attacks.

Using the experimental environment proposed in [18], the goal of our work is to evaluate the impact of DDoS amplification attacks on a WSN network according to i) variations in the number of sensors, ii) packet size that will be reflected in the network and iii) changes in traffic injection rates (higher than 16kbps). The idea is to show that such an attack can be exploited in different ways by the attacker. Another contribution of this work is the application of data visualization techniques to study network nodes’ behavior during the simulation.

The rest of the paper is organized as follows. Section 2 presents related work. Section 3 shows the methodology and simulation scenario. Section 4 discusses the experimental results, and Section 5 provides some concluding remarks and future work.

2 Related Work

Furfaro et al. [10] evaluated the effects of DDoS attacks on UDP-based protocols. The authors used the NeSSi simulator to test the defense and reaction systems under DDoS amplification and reflection attacks considering the DNS (Domain Name Server) and NTP (Network Time Protocol) protocols. The simulation environment was built using a botnet with 150 zombies attacking three vulnerable serves available bandwidth of 200 Mbits/s. In both attacks, the growth speed is similar, but NTP handled 300% more bandwidth, as the NTP protocol generates more packages the DNS in a ratio of 23:1.

Hengst [12] evaluated the use of IoT devices as reflectors in a DDoS amplification/reflection attack. First, it was identified the twelve most used DDoS attacks, from which it was analyzed which attack can use IoT devices as reflectors. The influence of factors such as device availability, accessibility, usability, and bandwidth in the strength of a DDoS attack was evaluated.

In the paper by Peraković [20], it was analyzed DDoS attacks records from 2013 to 2015. They found that, between the several types of DDoS attacks, the SSDP (Simple Service Discovery Protocol) is the most common protocol. The explanation for this finding is that this protocol is broadly used in IoT devices – it is used for detection of UPnP (Universal Plug and Play) devices, which allows the connection between the devices without user intervention (machine to machine (M2M) communication).

The papers by Kolias et al. [13] and Angrishi [2] describe a general view between IoT devices and DDoS attacks. While the first lists the main IoT malware associated with botnets creation and suggests several countermeasures, the second focuses on the Mirai malware and its variants. In both papers, the authors reinforce the importance of learning technical means to enforce security best practices in computer networks as well as robust security standards for IoT devices and vendors.

Regarding amplification attacks, references [8] and [24] discuss within the scope of IoT. Gondim et al. [8] develop a Decision-Oriented Tool-Agnostic (DOTA) methodology for performing Active Vulnerability Assessment (AVAs). They use the proposed method to evaluate amplified reflection DDoS attacks against IoT infrastructure and devices using an in-house tool. Vasques and Gondim [24] analyzed the reflector saturation during DDoS attacks using both general-purpose computers and IoT devices as mirrors (a Raspberry Pi, an ADSL home gateway, and an enterprise IP camera). Their results indicate that amplified reflection DDoS attacks are feasible to be performed using IoT devices as reflectors. However, the more limited they are, in terms of computational resources, the earlier they saturate.

Finally, the proposal by Pacheco et al. [18] presents a detailed description of an experimental setup to reproduce DDoS attacks in an IoT environment. The ns-3 simulator is used, and several parameters are tested to evaluate the strength of the attacks. To the best of our knowledge, this is one of the few works that use parameterized simulations to evaluate DDoS in an IoT scenario. Our goal is to extend this idea and analyze different attack features.
3 Methodology

In this section we present the IoT protocol stack adopted in the experiments and the simulation environment.

3.1 IoT protocol stack

The IoT protocol stack that will be used during our simulations can be summarized as follows [19]. Figure 1 illustrates the relationship between each layer.

- **CoAP** - Constrained Application Protocol (Application): ensures formatting of sent/received messages and also features service discovery resources;
- **UDP** - User Datagram Protocol (Transport): manages point-to-point communication between applications;
- **6LoWPAN** - IPv6 over Low power Wireless Personal Area Networks (Network): provides an adaptation of IPv6 to IEEE 802.15.4, using header compression methods;
- **IEEE 802.15.4** (Medium Access Control and Physical): provides a reliable link between nodes, detecting errors that may occur during transmission/reception at the physical layer. It also transmits the frame through the mediums;

![Figure 1: IoT protocol stack. Adapted from [13].](image)

3.2 Test scenarios

The test scenarios are based on a star topology with 1, 3, 5, 50, and 100 nodes, arranged in a mesh with 2 meters of spacing between them. The star topology has become more suitable, as the communication and management of the wireless sensor network take place from the coordinating node. In the simulation environment, shown in Figure 2, the following actors were defined:

1. **WSN coordinating node (C)** that is, the one that is responsible for managing and structuring the communication between the other nodes;
2. **Attacking node (A)** that will send broadcast requests with a spoofed source IP address;
3. **Auxiliary sensor nodes or reflectors (R1 and R2);**
4. **Victim of the attack that is outside the WSN. (V).**

The scenarios were developed to exploit the service discovery function of the CoAP protocol. The network has a malicious infiltrated node that sends service discovery requests to all sensors using the victim’s IP as the source address, as can be seen in step number 1 of Figure 2. As a fundamental feature of the CoAP protocol, as soon as a sensor receives a request, it must immediately send a response informing which services it supports. This can be seen in step 2 of Figure 2, in which it shows the reflecting sensors receiving the packages and consequently sending the response to the victim, step 3.

As proposed in [18], the request packet sent by the attacker has the “/.well-known/” URI path prefix, which renders a 20 byte packet size. The response message contains 61 bytes (only one service, temperature sensor), representing a reflection rate of 3.05 for each device that receives the request packet.

![Figure 2: DDoS attack on the WSN network of this work](image)

3.3 Comparison with previous work

Table 1 presents the characteristics of the work proposed in [18] and our work. Concerning the differences, the size of the request packet had its value doubled so that the behavior of the network with a larger amount of data could be analyzed. The injection rate varied between 1.92, 2.8, 24, 32, and 64 Kbps (12/13/150/200 packets per second), taking into account the results obtained by the authors of [18]. It is important to note that the number of packets per second (PPS) sent by the attacker defines the traffic injection rate. Therefore, a rate...
of 0.16 kbps is equivalent to 1 request packet per second transmitted to all intermediate sensors. Finally, to simulate smaller networks, tests were performed with one and three sensors only, since the minimum amount used in the previous work was five sensors.

The proposal of new parameters was necessary to verify a hypothesis suggested in [18] that, although viable, the CoAP reflection attack requires a high number of IoT networks to be effective.

Regarding the measures used to evaluate the network performance, two new metrics were proposed: i) rate of reflected packets and ii) packets sent. The first one measures the percentage of packets that are reflected by the intermediate nodes. Since every packet sent by the attacker should have a reply by the intermediate nodes, we would expect that during normal conditions, this rate would be 1:1. However, an intermediate node might not be able to reply to every request sent by an attacker during an attack. In other words, this metric captures the performance of the intermediate nodes during an attack. The second metric is straightforward and accounts for the number of packets sent by each node.

4 Results

The simulations were implemented using the ns-3 and executed for 60 seconds. The results were divided into two parts: the first shows the simulations carried out with one, three and five sensors (subsections: 4.1, 4.2 and 4.3 respectively), where we will present the number of packets sent by each node, the rate of reflected packets and the average amplification of packets. The second part of the results, in the subsection 4.4, presents the results achieved with the aid of DyNetVis visualization software in the simulations with 50 and 100 sensors, by which we changed the number of packets per second, the injection rate and the request packet size. Section 5 highlights the discussions about the results achieved.

The experiments were divided according to the number of reflector sensors in each scenario. It is relevant to say that the coordinating node was also included in the analysis. If the subsection mentions “3 sensors” (subsection 4.2, for instance), the posterior distribution of nodes must be taken into account for that scenario: one attacking node, three reflecting nodes and one coordinator.

4.1 1 Sensor

Figure 3 represents the number of packets that each sensor sent to the network; the attacker is responsible for sending the requisition packets in broadcast and the responses sent to the victim. Figure 3 shows that the network’s behavior remains similar when the attacker’s injection rate varies between 0.16 Kbps and 8 Kbps. However, after 16 Kbps, the number of packets sent by the coordinator and reflector number 1 decreases, indicating saturation of both sensors.

Figure 4 represents, on average, how much the network was able to reflect from the packets sent by the attacker. As noted, simulating with one sensor (in addition to the coordinator and attacker), the network behaves well up to 4 Kbps, reflecting more than 100% of the received packets. However, after 8 Kbps, the reflectors start having problems answering the attacker’s requests, and the packet loss starts (around 20%, that is, the network has issues but is still functional). From the attacker’s point of view, this may be the beginning of unavailability in the network elements, characterizing the DoS attack. As discussed in [18], the network disruption should be possible with a more significant number of nodes. In the following sections, this possibility will be explored appropriately.

Figure 5 was generated to improve the visualization of the amount of data sent to the network by the attacker. It also shows how much of this data was amplified and sent to the victim. It is possible to see that in the previous scenario of the experiment (24 Kbps), the amplification rate is around 4.75. However, with lower in-
Table 1: Differences between the simulations elaborated by [18] and our work

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Pacheco et al. [18]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request packet size</td>
<td>20 Bytes</td>
<td>20 / 40 Bytes</td>
</tr>
<tr>
<td>Traffic injection rate</td>
<td>0.16 / 1.6 / 3.2 / 4.0 / 8.0 / 16.0 Kbps</td>
<td>0.16 / 1.6 / 1.92 / 2.8 / 5.2 / 4 / 8 / 16 / 24 / 32 / 64 Kbps</td>
</tr>
<tr>
<td>PPS sent</td>
<td>1 / 10 / 20 / 25 / 50 / 100</td>
<td>1 / 10 / 12 / 15 / 20 / 25 / 50 / 100 / 150 / 200</td>
</tr>
<tr>
<td>Number of sensors</td>
<td>5 / 25 / 50 / 75 / 100</td>
<td>1 / 5 / 2 / 5 / 100</td>
</tr>
<tr>
<td>Metric</td>
<td>Amplification rate</td>
<td>Total traffic generated</td>
</tr>
<tr>
<td></td>
<td>Total traffic generated</td>
<td>Rate of reflected packets</td>
</tr>
<tr>
<td></td>
<td>Average traffic generated for each node</td>
<td>Packets sent</td>
</tr>
<tr>
<td>Type of attack</td>
<td>DDoS by amplification and reflection</td>
<td></td>
</tr>
<tr>
<td>Topology</td>
<td>Star</td>
<td></td>
</tr>
<tr>
<td>Duration of the simulation</td>
<td>60 seconds</td>
<td></td>
</tr>
<tr>
<td>Protocols stack</td>
<td>CoAP / UDP / 6LowPAN / IEEE 802.15.4</td>
<td></td>
</tr>
<tr>
<td>Type of sensors</td>
<td>Coordinator / attacker / victim</td>
<td></td>
</tr>
<tr>
<td>Implemented service</td>
<td>Temperature</td>
<td></td>
</tr>
</tbody>
</table>

...jected traffic rates, the amplification rate is higher than that; for example, for 3.2 Kbps, we have an amplification rate of 5.54.

Figure 5: Injected and amplified traffic (1 Sensor)

4.2 3 Sensors

It is observed in Figure 6 that the behavior of the nodes remains steady when the attacker’s injection rate varies between 0.16 Kbps and 8 Kbps. However, after 8 Kbps, the number of packets sent by the coordinator and the reflector sensors decreases, indicating saturation. Compared with the scenario with only one reflector, it is possible to see that the number of sensors directly impacted the network’s performance during the attack. In other words, there is an indication that the efficiency of reflectors is related not only to the attacker injection rate but also to the number of reflectors in a network.

Figure 6: Number of packets sent by each node (3 Sensors)

Figure 7 shows that the network can reflect about 95% of the packets it receives until the attacker’s throughput rate reaches 4 Kbps. After 8 Kbps, the reflectors are unable to process all the receiving packets, and the network gradually loses resources, reaching around 30% of the packet loss in the scenario with the injection rate at 24 Kbps.

Figure 7: Rate of reflected packets (3 Sensors)

Figure 8: Injected and amplified traffic (3 Sensors)

Figure 8 shows that in the previous scenario of the...
experiment (24 Kbps), the difference between the traffic generated by the attacker and the reflected traffic shows an amplification rate of 7.66, that is, a value 2.89 times higher than the previous experiment (1 sensor). It is also noticeable that the amount of data the attacker sent to the network remains almost unchanged in the injection rates of 16 and 24 Kbps in both simulations. This behavior, where traffic levels indicate stagnation, can be used to adjust network parameters to mitigate attacks against sensors.

4.3 5 Sensors

Figure 9: Number of packets sent by each node (5 Sensors)

Figure 9 shows that there were variations in all flow levels of the network during the simulation. Reflectors 2 and 5 had more difficulty in reflecting the attacker’s packets since, in a total of 19,071 packets sent by the attacker, they managed to reflect only 10,126 and 10,653, respectively. Reflector 4 and the coordinator obtained high levels of reflection from the packages. However, the performance of nodes in the reflection of packets drops dramatically in simulations where the traffic injection rate is higher than 4Kbps. That is, the difference between the number of packets sent by the attacker and the number of packets reflected by the sensors is inversely proportional to the increase in the traffic injection rate.

Figure [10] shows that the network drops about 15% to 20% of the packets with traffic injection rates between 0.16 Kbps and 4 Kbps. From 8 Kbps, the levels drop gradually, so that at the end of the simulation, only 62% of the received packets are being reflected. The results obtained with five sensors showed significant differences compared to the results achieved with one and three sensors in all metrics presented, especially in the one exposed by Figure [10] where changes in the amplification rate from the first injection traffic levels are noticeable.

Figure 10: Rate of reflected packets (5 Sensors)

Figure [11] indicates that there was no significant difference between the values of the highest traffic injection rates, as the network at that point was already saturated with the number of received packets. The best result is found with a traffic injection rate of 2.8 Kbps, reaching an amplification rate of 13.84.

Figure 11: Injected and amplified traffic (5 Sensors)

4.4 50 and 100 sensors

Figure [12] and Figure [14] represents the total traffic amplification rate and the relation between the traffic sent by the attacker and the traffic reflected by the other sensors in simulations using 50 sensors. Moreover, the Figure [13] and Figure [15] presents an visual analysis using the software Dynamic Network Visualization – DyNetVis, developed by [15], and freely available at www.dynetvis.com. In all analyses, the traffic injection rate was equal to *64 Kbps, and the request package size was changed from 20 to 40 bytes.

Figure [12] demonstrates that the traffic amplification rate did not succeed in these cases since the maximum result expected was 155.55, corresponding to 3.05 times for a total of 51 sensors. When considering a traffic injection rate as 16 Kbps, the result is 88% worst than the expected. Even duplicating the attacker’s flow rate, the network has shown more congestion, presenting a result approximately 89 times smaller than the total expected.
In the last simulation, only 0.05% of the packages received by the network were reflected to the victim, showing complete exhaustion of the protocols responsible for the communication of the sensors. In absolute numbers, the total traffic in scenarios with 16 and 32 Kbps should be between 311 and 622.2 MB, respectively, and for 64 Kbps, the victim should be receiving 1.24 GB in total. However, as demonstrated in Figure 14, the traffic obtained with the simulations was far below the expected, with the total maximum reflected traffic equal to 44.21 MB.

To better understand the pattern of the attacks, we applied to the data, some information visualization techniques using the software DyNetVis [15]. This software provides different layouts to observe the structure and temporal patterns of networks using the nodes connections. A recommended technique to see temporal behaviors is the Massive Sequence View – MSV, since has been used with success in different scenarios [15][14][23][25]. The MSV layout position the nodes vertically and the timestamps horizontally, growing from the left to the right.

In addition to MSV, we used a simple line graph to visualize the evolution of connections along the time [13]. The number of connected sensors is represented vertically, and the time is represented horizontally. It is important to notice that the IEEE 802.15.4 protocol implements the concept of CSMA/CA. Then, during the simulations, there should not be two or more nodes communicating simultaneously with the same destiny. However, this pattern occurs in layouts constructed using DyNetVis. The reason is that the networks were aggregated before visualization (i.e., the temporal resolution was modified, gathering some timestamps), to produce a better layout.

To easily identify each simulation, an acronym was defined for each setup using the following rules:

- **P** - Request packet in bytes;
- **S** - Sensors;
- **T** - Traffic injection rate in Kbps;
- For Example, 50S16T20P represents a simulation of 50 sensors with 16 Kbps of traffic injection rate and request packet size of 20 bytes.

The line graph obtained in the simulation 50S16T20P, as shown in Figure 13, demonstrates that there is no apparent trend or pattern regarding the number of connected sensors over time. However, we were able to note that there is a connection in every timestamp since every vertical line is above the horizontal line.

The MSV layout, as the line graph, shows the nodes’ connection pattern throughout time and helps in the visual analysis of the communication among sensor pairs. In this visualization, each sensor is represented by a circle. If there is a connection between nodes, the edge (straight line positioned vertically) that connects both sensors is highlighted in a specific color. Table 2 describes the meaning of colors used in the MSV layout.

<table>
<thead>
<tr>
<th>Node</th>
<th>Edge</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coordinator</td>
<td>Coordinator -&gt; Victim</td>
<td>Red</td>
</tr>
<tr>
<td>Sensors</td>
<td>Sensor -&gt; Victim</td>
<td>Blue</td>
</tr>
<tr>
<td>Victim</td>
<td>Sensor -&gt; Coordinator</td>
<td>Green</td>
</tr>
</tbody>
</table>

Figure 15 shows the MSV for the simulation 100S16T20P. There is similar behavior to the Figure 13. It is possible to notice that several timestamps have the same amount of nodes communicating with the victim. However, the difference from the 50S16T20P simulation is that when using 100 sensors, there are some moments that the communication between the nodes is interrupted (the line graph reaches zero), indicating some network resource depletion. In this scenario, where there is no communication between the nodes, the MSV layout shows blank spaces in the layout in the same timestamps where the line graph has zero connections. These patterns are also present in the visualization for the simulations of 50S16T20P and 50S32T20P.

Finally, an interesting result was obtained when the request packet has been doubled to 40 bytes. Figure 16 demonstrate the simulation of 50S64T40P, with some different patterns from the previous analysis (Figure 13 and Figure 15) as:
Figure 13: Line graph of the simulation with 50 sensors, 16 Kbps and request packet of 20 Bytes.

Figure 14: Traffic generated by the attacker and traffic amplified by the reflectors (50 Sensors).

- The presence of a few simultaneous connections between the nodes can be observed in the MSV layout by the increase of blank spaces and represented by the same repeated pattern in the line graph;
- Absence of high peaks in the same line graph, indicating low communication activity;
- High amount of gaps among different timestamps, demonstrating the depletion of network resources due to the lack of communication between the sensors.

5 Concluding remarks

In this work, we analyzed the potential of IoT devices in effecting DDoS attacks. Based on the work conducted by [18], we performed different experiments, examined them using various metrics, and employed a visualization technique to show the risks of DoS attacks in IoT environments. However, to obtain an effective attack, it is necessary a good understanding of the capacity of the IoT devices, the available services, the implemented protocols, and other properties. We have shown that for an amplification-based DoS attack in a WSN scenario, the following parameters should be considered: the number of sensors, traffic injection rate, and also the attackers’ packet size.

The results can be analyzed based on two points of view: i) the attacker’s view (traffic injection and packet size sent to the network) and ii) network behavior (rate of reflected packets). A first observation is that, from the attacker’s point of view, an increase in the traffic injection rate does not necessarily imply an increase in the traffic amplification rate. For simpler scenarios, with 1, 3, and 5 sensors, this increase is noticeable up to a certain traffic injection rate, as illustrated by Figures [5][8] and [11]. However, in more complex scenarios, an increase in the data rate sent to the network does not mean that the attacker will succeed in conducting an amplification-based DoS attack. Figure [12] illustrates this situation.

A significant result was obtained when the request packet had its default size doubled to 40 bytes using a scenario with 50 sensors and an injection rate of 64 Kbps. The analysis was visually explored using the software DyNetVis [15]. In this environment, it was observed that the network was not able to process the high number of data requests from the attacker.

Future work includes analyzing the performance of the sensor regarding their distance from the attacker. Our initial findings suggest that the sensors near the attacker have shown better performance than those “physically” far from the attacker. Another experiment includes the analysis of attacks using several coordinated networks, attacking only one victim. We also intend to explore the impact of different metrics, such as battery consumption, memory, and processing during an attack.
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Figure 15: Part of the visualization for the simulation with 100 sensors, 16 Kbps and request packet of 20 Bytes.

Figure 16: Part of the visualization for the simulation with 50 sensors, 64 Kbps and request packet of 40 Bytes.


