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Abstract. The purpose of this paper is to determine a solution to estimate the quality of a signal of using
time domain signal information and machine learning algorithms in an environment that simulates wire-
less networks using Voice over Internet Protocol (VoIP). The methodology employed was divided into
three stages, and degradations were initially applied in an environment that simulated wireless networks
making changes in two parameters being the signal-to-noise ratio (SNR) and the type of modulation
scheme. To perform the degradations on six distinct signals, algorithms implemented in MATLAB were
used to simulate the effect of fading in wireless environments. In the second step, time domain graphs
were plotted that correspond to the degradations and that were saved, 272 of them were used for training
on 12 different learning algorithms. implemented in the Weka tool. In the last step, software-trained
algorithms implemented in Java called PredictorFX in order to predict the value of MOS through an
audio image in the time domain. The results were satisfactory, the best trained regression algorithms
called r1 were RandomTree, RandomForest and IBk with correlation coefficients ranging from 0.9798
to 0.9982 in the validation phase. In relation to r2 the best were RandomTree, RandomForest, IBk and
AditiveRegression with correlation coefficient ranging from 0.9375 to 0.9923 in the validation phase.
And finally, for the training algorithms for the named c1 classification the best trained algorithms were
IBk, RandomTree, RandomForest and J48 with a range of 48.53% to 98.53% of correctly classified
instances.

Keywords: Quality metrics, Voice over IP (VoIP), Voice Quality, Degradation, Fade, Wireless, ITU-T
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(Received May 1st, 2019 / Accepted June 1st, 2019)

1 Introduction

According to [9] global mobile data traffic grew 71 %
in 2017, reaching 11.5 exabytes 1 per month at the end
of 2017, up from 6.7 exabytes per month at the end of
2016, this is mainly due to the increased number of mo-
bile devices. However, a communication channel can
be degraded causing loss of voice quality [23]. There-

1One exabyte is equivalent to one billion gigabytes petabytes

fore, research regarding the evaluation of the quality of
a voice signal is relevant to the areas of networks and
telecommunications.

Traditional or fixed telephony to function demands
a network infrastructure that involves circuit-switched
equipment. According to [16] and [19] although hav-
ing good call quality the service [17, 32, 12, 4, 8, 45]
charged is relatively high and there is a complexity of
structure for this system to operate [11, 37, 36, 29]. The
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Fixed Switched Telephone Service (STFC) is restricted
to an access point where the handset or terminal will
be motionless, in addition to allowing communication
it also allows data transfer via Asymmetric Digital Sub-
scriber Line (ADSL). It makes the difference between
local and long distance calling, with more expensive in-
ternational dialing and mobile rates. In VoIP telephony
[35], the scenario is different, if the user has a mobile
phone, thus allowing mobility. However, if the person
is talking about an IP phone, or a softphone / dialer,
or Analog Telephone Adapter (ATA) with access to the
Internet, transmission can be done, part of a wired net-
work and part in Wireless, with no differences between
local, long distance or international calls.

Several physical phenomena occur in wireless net-
works [21, 10, 39, 24, 22, 31, 41, 2, 25, 33, 44]
such as signal reflection[1], interference, noise, power
and others. The signal-to-noise ratio (SNR) refers to
the signal that is transmitted may have noise inserted
[40, 6, 30, 7, 34, 15, 3]. Radio waves are subject to re-
flections on the ground that cause changes in their am-
plitude and path, causing variations in the received sig-
nal strength called fading. It is also caused by obstacles
in the direct line of sight or attenuation due to rain.

The ITU-T P.862 [28] recommendation, popularly
known as Perceptual Evaluation of Speech Quality
(PESQ), is an intrusive objective method that estimates
an Opinion Score for end-to-end voice quality assess-
ment. end in narrowband telephone networks. This
method needs a reference signal to compare with the
signal at the receiver and ensure the quality of the score.
For this reason intrusive methods are more reliable and
are used as a reference for objective assessment. For
the non-intrusive method, the ITU-T P.563 [26] recom-
mendation uses a standard algorithm for assessing voice
quality that is applicable for voice quality predictions
without a reference signal. These non-intrusive meth-
ods are those that only need the signal at the receiver,
or at a given point where the signal should be evaluated
and thus are faster, which enables its use in real time
services.

The main contribution of this paper is to deter-
mine a non-intrusive voice quality model based on time
domain signal analysis using machine learning, such
model achieved satisfactory results. In a transmission
channel wireless several levels of degradation were en-
tered to obtain 272 degraded audios. These audios
were plotted in the time domain and saved in image
files that were analyzed. The remainder of this paper
is structured as follows: section 2 presents a literature
review addressing communication systems, radio fre-
quency (RF), phenomena that happen in an RF chan-

nel, performance evaluation parameters, modulations,
quality of service and experience, voice quality assess-
ment methods and machine learning (machine learn-
ing); Section 3 deals with the methodology used, which
was divided into two stages. In the first, called the
general scenario, degradations were applied in environ-
ments that simulate Wireless networks. In the second,
the degraded audios were plotted and saved in image
files that were analyzed and used to train algorithms in
order to build models in the WEKA software and using
a software developed in Java that can load other im-
ages, performing the MOS prediction in files not used
for modeling; Section 4 shows the results and the con-
struction of models for use in PredictorFX software de-
veloped in Java for the purpose of predicting the value
of MOS by means of an audio image. Section 5 con-
cerns the conclusion.

2 Literature review

This section will cover communication systems, modu-
lation concepts and their types, radio frequency (RF),
radio frequency properties, artificial neural networks
and machine learning.

2.1 Voice Quality Assessment Method

Voice quality assessment methods assigns a quality
score to a given communication and can be classified as
subjective and objective [13]. The subjective ones are
based on the evaluation of people through hearing [38],
in other words, there is only dependence on the users
opinions to rate the quality of the voice perceived by
those same users [42, 20]. The objectives, on the other
hand, are based on mathematical models that may be in-
trusive, which are those methods that require a speech
sample at the point of origin, where the communica-
tion happened to be able to compare with the destina-
tion point sample, providing a quality evaluation result.
And for non-intrusives where a sample of the original
communication signal is not required, the evaluation is
determined only by the signal at the point being ana-
lyzed [42]. It is noteworthy that intrusive methods are
more accurate than non-intrusive methods, since they
use the original and degraded signals. It is also im-
portant to note that non-intrusive methods are most ap-
propriate for assessing the quality of real-time services,
such as VoIP for example, where the source signal is not
available. ITU-T Recommendation P.862 [28], is an ob-
jective intrusive method used to predict the subjective
quality of narrowband (0.3 - 3.4 kHz) audio encoders
being better known as PESQ (Perceptual Evaluation of
Speech Quality). The result of PESQ is a prediction of
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the quality perceived by an individual on a subjective
test, generating a quality score when listening to audio,
called the MOS (Mean Opinion Score).

2.2 Weka (Waikato Environment for Knowledge
Analysis)

According to [14] Weka is open source Java software
developed under the GNU General Public License, im-
plemented by The University of New Zealand (The Uni-
versity of Waikato). It is a collection of machine learn-
ing algorithms for data mining tasks, contains tools for
data preparation, classification, regression, grouping,
association rules mining and visualization. There are
numerous ways to use Weka, one of which is to ap-
ply a learning method to a dataset and analyze its out-
put to learn more about the data [43]. Another is to
use learned models to generate predictions about new
instances. A third is to apply several different clas-
sifiers and compare their performance to choose one
for prediction. Also in [14] mentions that the clas-
sification and regression algorithms are called Clas-
sifier and any learning algorithm is derived from the
abstract class weka.classifiers.AbstractClassifier. This
implements weka.classifiers.Classifier. Even a basic
classifier needs a routine that generates a model for a
training dataset and another routine that evaluates the
model generated in that dataset or generates a prob-
ability distribution for all classes. A classifier model
is an arbitrary complex mapping of a dataset called an
all-but-one dataset that is nothing but attributes for the
class attribute. The specific form and creation of this
mapping, or model, differs from classifier to classifier.
Twelve learning algorithms were used: RandomForest
(RdnF), RandomTree (RdnT), IBk and MLPClassifier
(MLP) where these four were used for both regression
and classification; M5P, SMOreg, AdditiveRegression
(AddR) and SimpleLinearRegression (SLR) these four
were used for regression only; And only for classifica-
tion were the J48, OneR, JRip and NaiveBayes (NvBy).

2.2.1 Performance Measures

According to cite witten2005data performance mea-
sures are all evaluation measures that belong to classi-
fication situations rather than numerical prediction sit-
uations. The basic principles do not use the training
set, but independent testing for the validation method
and cross-validation assessment apply equally well
to numerical prediction. The predicted values ââin
the test instances are p1, p2, ..., pn and the real are
a1, a2, ..., an.

The mean square error (NDE) is determined by

adding the squared prediction errors and dividing by
the total number of errors used in the calculation and
its mathematical formula can be seen in the equation 1.

EQM =

∑n
i=1(pi − ai)

2

n
(1)

Mean absolute error (EAM), equation 2, is the error
where all error sizes are treated uniformly according to
their magnitude. Sometimes, relative rather than abso-
lute error values are important.

EAM =

∑n
i=1 |pi − ai|

n
(2)

The relative quadratic error (ERQ), equation 3 is
made relative to what it would have been if a simple
classifier had been used. The equation is just the av-
erage of the actual values of the training data, so the
relative squared error takes the total squared error into
account and normalizes dividing by the total predictor
error.

ERQ =

∑n
i=1(pi − ai)

2∑n
i=1(ai − ā)2

, onde ā =
1

n

n∑
i=1

ai

(3)
Relative absolute error (EAR), equation 4 is the to-

tal absolute error with the same type of normalization.
In these three relative error measures, the errors are nor-
malized by the simple predictor error that predicts mean
values.

EAR =

∑n
i=1 |pi − ai|∑n
i=1 |ai − ā|

onde ā =
1

n

n∑
i=1

ai (4)

Correlation Coefficient (CC) measures the statisti-
cal correlation between the a and p of equation 2.2.1.
The correlation coefficient ranges from -1 when the re-
sults are perfectly negatively correlated, that is, if one
increases, the other always decreases, 0 when there is
no relationship to 1 for perfectly correlated results. The
correlation is slightly different from other measures be-
cause it is independent of the scale at which a particular
set of predictions is taken, the error is unchanged if all
predictions are multiplied by a constant factor and the
actual values ââare left unchanged. This factor appears
in all terms of the cov(P,A) in the numerator and each
var(P ) term in the denominator, thus canceling. How-
ever, this is not true for error numbers, although nor-
malization multiplies all predictions by a large constant,
so the difference between the predicted and the actual
values ââwill change dramatically, as will the percent-
age errors. Unlike good performance leading to a large
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correlation coefficient value, whereas, as other methods
measure error, good performance is indicated by small
values.

CC=
cov(P,A)

2
√

var(P )∗var(A)
=

∑n
i=1(pi−p̄)(ai−ā)

n−1

2

√∑n
i=1

(pi−p̄)2

n−1
∗
∑n

i=1
(ai−ā)2

n−1

=

∑n
i=1(pi−p̄)(ai−ā)

2
√∑n

i=1
(pi−p̄)2∗

∑n
i=1

(ai−ā)2
(5)

where: ā = 1
n

∑n
i=1 ai p̄ = 1

n

∑n
i=1 pi

Where the values of CC are:

∗ 0.9 to 1.0 positive or negative indicates a very
strong correlation.

∗ 0.7 to 0.9 positive or negative indicates a strong
correlation.

∗ 0.5 to 0.7 positive or negative indicates an average
correlation.

∗ 0.3 to 0.5 positive or negative indicates a weak cor-
relation.

∗ 0.0 to 0.3 positive or negative indicates a very
weak correlation.

According to [14] Kappa is a measure of agreement
used on nominal scales that gives an idea of how far the
observations deviate from those expected, by chance,
thus indicating how legitimate the interpretations are
where the numerical value 1.0 means complete agree-
ment. The magnitude of Kappa statistics is a more sig-
nificant measure of agreement than its own statistical
significance. The guidelines for interpreting Kappa are
given below.

∗ 0 indicates a very bad agreement.

∗ 0 to 0.2 indicates a bad agreement.

∗ 0.21 to 0.4 indicates considerable agreement.

∗ 0.41 to 0.6 indicates moderate agreement.

∗ 0.61 to 0.8 indicates substantial agreement.

∗ 0.81 to 1.0 indicates excellent agreement.

3 Methodology

This section will address the methodology used to con-
duct this research and is divided into three steps. It first
randomly chose six original audio files (or105, or109,
or114, or129, or134 and or137) all belonging to the
P.862 [5] recommendation database. These audios were
used to make degradation applications in environments
that simulate wireless networks called the general sce-
nario, Figure 1, in which two parameters were changed,
namely: Signal to Noise Ratio (SNR) ) and QPSK and
QAM modulations; where the quantization level had a
fixed value of 216. Changes in these parameters modi-
fied the speech signal, so as to evaluate the voice qual-
ity over IP networks, the ITU-T P.862 [28] recommen-
dation was used. To perform these degradations, algo-
rithms implemented in MATLAB were used to simulate
the effect of fading on Wireless environments. Through
this implementation it was possible to generate differ-
ent degraded voice signals, thus obtaining a coherent
output with real world phenomena in Wireless [18].

After saving the images that represent the graphs of
time-domain degraded audios, the next step was to per-
form image feature extraction for only 272 degradations
of the original or114 file, data processing, and model
construction in Weka. And finally, Step 3 refers to
the Java software implementation called PredictorFX,
whose function was to use the models built in the pre-
vious step to predict the graphics representing their re-
spective degraded audio files coming from the others.
five original files being the or105, or109, or129, or134
and or137.

The general scenario shown in Figure 1 shows the
steps followed by the code to obtain the MOS index
which is a real number and has two parameters, the
modulation that alternated between QPSK, 2-QAM, 4-
QAM, 16-QAM, 32-QAM, 64-QAM, 128-QAM, 256-
QAM and signal-to-noise ratio that changed from 0dB
to 33dB, varying from one to one. These two param-
eters simulated different types of fading as occurs in a
Wireless transmission. The general scenario algorithm
loaded each original audio file without any degradation,
doing linear quantization, then converting to binary and
sequencing these bits. Depending on the configuration,
the sequenced bits were QPSK or QAM modulated, so
different fading types were generated. Then there was
the sequence for grouping and later demodulation with
the conversion of binary to sound file with degrada-
tion, thereby generating different degraded audio sig-
nals. Figure 2 shows the original (no degradation) au-
dio files in the time domain and Table 1 contains their
respective information. The total amount of degraded
audios came from 8 modulations x 34 SNR x 6 audios
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totaling 1632 degraded audios, of which 272 were used
to build the models.

We chose to do the ranges as shown in Table 2 since
the implementation of the general scenario codes pro-
vided unnatural values as in the ITU-T P.800 [27] rec-
ommendation, but real with the MOS ranging from 0.5
to 4.5.

Table 3 refers to the MOS obtained from the fading
files, we chose to select only the original audio set of
images or114 with 272 files, could have been any of the
six. Each MOS value from Step 1 that was contained
within the ranges shown in Table 3 received an objec-
tive quality scale. For example, in Intervalo(1), the
MOSNumérico equal to 1 is contained within the range
of values ââgreater than 0.5 and less than or equal to 1.5.
All MOS values ââthat are in this range are rounded to
the value 1, thus receiving the appalling denomination.
In the Interval(2) values ââabove 1.5 and less than or
equal to 2.5 are rounded to 2, thus receiving the bad rat-
ing. The Interval(3) whose values ââare over 2.5 and
less than or equal to 3.5 are rounded to 3 and rated rea-
sonable. And lastly, in the Interval(4) values ââover
3.5 and less than or equal to 4.5 are rounded to 4 and
given the denomination of good.

3.1 Extracting Features from an Image

The different colors contained in the figure 5 [a] contain
a different color for each pixel, as shown by its RGB,
where R is the initial letter of the English word tex-
tit Red (Red), G for Green and B for Blue. The com-
bination of the three generates the color that is shown
in each marked pixel. The plot that appears in the fig-
ure is the image or114 _deg _qpsk _SNR _p12
whose modulation is QPSK, 216 quantization level and
12dB SNR producing an MOS of 4 , 5 with a literal
representation of good audio.

The color scale ranges from 0 to 255, for each com-
ponent (R, G, B), totaling 256 that swapped within each
RGB variable produces a large amount of colors. To
work with images it is advisable to work on a grayscale
containing 256 shades of gray, to make this transforma-
tion the equation 6.

C = 0, 2989 ∗R + 0, 5870 ∗G + 0, 1140 ∗B (6)

3.2 Scanning Images

An image saved in a jpg file is a matrix with dimen-
sions (n X p), where n represents the number of rows
and p the number of columns. The images used in this

search contain 485 pixels of width by 390 height. From
the position (49,5) corresponding to the Pixel L belong-
ing to the p(49) column, the scanning process begins, as
shown in Figure ref fig: ZoomPixelAzulPos, since it is
from from which begins the area where all time domain
signals were plotted, the so-called field area is delimited
by pixels L, C, B, and J. When the scanning process be-
gins, each pixel in the p(49)) is checked until it reaches
the position of Pixel C whose coordinate is (49,345). In
this process the column is fixed and the scan starts at
line 5 and goes line by line until it reaches line number
345, when this happens there is a column change now
going to the column p(50), repeating thus the scanning
process only ends when the last pixel is reached at po-
sition (480,345).

To scan the 272 degraded images from the original
file or114, an algorithm that loads one image at a time
was implemented in Java and using the 6 equation, the
threshold is applied. After this process the code counts
how many black pixels there are in each column, av-
eraging and storing this value in a dynamic vector, if
there are any columns that have no black pixels, there
is no storage, so moving to the next column. , compos-
ing the (Field) where it contains only the averages of the
positions of each column.

Since Java does not have many of the tools that
mathematical software has, it was necessary to create
a specific mathematical formula for this type of prob-
lem that is verified in Equation 3.2, being similar to
the diff function of Software R, which is necessary to
visualize the behavior of the function for each loaded
image and to perform the regression and classification
processes in Weka software. These values were placed
in a 50-position vector called Vector50.

(diff)49
a=0=

∑Size_of[V ector(Field)]−50

m=1 (PosV ector(m+a)−PosV ector(m−1))2

Size_of[V ector(Field)]


(7)

The values of (diff)a=0, (diff)a=1, ..., (diff)a=49

from Equation 7 represent points that together form a
Discrete Function (FD), which in turn represents the
loaded and scanned image. These are the points that
were used in the training process in the algorithms
along with the MOS value. In Figure 2 you can see
that each function has its own inclination because it
depends on the image, it is also noted that the graph 2
[d] seems to have only 4 discrete functions, but there
are 127 of them with almost the same slope, in 2 [c]
clearly notices that there is only 4 FD in 2 [b] there are
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Table 1: Audio data

or105 or109 or114 or129 or134 or137
Uncompressed Audio Yes Yes Yes Yes Yes Yes
Channel number 1 1 1 1 1 1
Sample rate 8 kHz 8 kHz 8 kHz 8 kHz 8 kHz 8 kHz
Total of samples 67220 64314 68734 57849 64605 56474
Audio duration 8s 402ms 8s 390ms 8s 591ms 7s 231ms 8s 750ms 7s 593ms
Bit/sample 16 bits 16 bits 16 bits 16 bits 16 bits 16 bits
Bits rate 128 Kbps 128 Kbps 128 Kbps 128 Kbps 128 Kbps 128 Kbps
Format Wave Wave Wave Wave Wave Wave
Size of file 131 KB 126 KB 134 KB 113 KB 126 KB 110 KB
Signal of the sound 3,82 % 3,30 % 3,43 % 2,76 % 2,81 % 2,81 %
No Signal Sound 96,18 % 96,70 % 96,57 % 97,24 % 97,19 % 97,19 %

8 of them and in 2 [a] there are 133 FD with a larger
distribution.

It is noted in figure 3 that the discrete functions
representing the Interval(4) Good MOS have the
lowest slopes compared to the others, followed by
the Interval(3) FDs which represents the Fair MOS,
Interval(2) which represents the Bad MOS and having
the highest slopes of the Interval(1) of the Poor MOS.
Note also one or some of the Interval(1) FDs passing
near the abscissa axis and four functions being two of
MOS Fair and two of MOS Good overlapping, just as
between two of Bad MOS with MOS Terrible.

3.3 Weka Algorithm Training

Altogether 3 files were built for analysis in Weka, two
involving only numerical values used for regression,
called r1 and r2; and one with numerical and literal val-
ues ââused for classification, called c1. All files each
contain 272 instances, r1 has only 4 attributes, ie 3 pa-
rameters which are SNR ranging from 0 to 33, modula-
tion and quantization level that was set to 216 → 65536,
the three parameters generated the MOS (Num). R2 is
the junction of Vetor50 and its MOS (Num)) of each
image. C1, in turn, is the junction of the same data as
r2, but with its MOS (Literal) as seen in Table 2. Both
r2 and c1 each contain 272 instances with 51 attributes
and the three Weka files were analyzed as shown in the
schemas in Figure 6.

4 Results and Discussions

This section discusses the results found for both regres-
sion and classification. The trained algorithms were
built using degraded images from the original or114 file
which totaled 272 images out of 1632, the rest were
used to validate the model, totaling 1360 images.

4.1 Regression Result for r1

The data used in r1 are the same used in the general
scenario for degradation of the original files and refer
to the quantization level set at 216, the eight modula-
tions being: QPSK, 2-QAM, 4-QAM, 16 -QAM, 32-
QAM, 64-QAM, 128-QAM and 256-QAM, plus SNR
ranging from 0 to 33, totaling 272 instances that match
the extracted characteristics of each image with their re-
spective MOS values for the original audio or114 . Each
classifier was repeated 50 times over a Cross-Validation
K-fold of 10, totaling 500 validations or 5000 iterations,
with 4500 used for training and 500 for testing in the
272 instances, Table 4 shows the results of the corre-
lation coefficient averages, where the algorithm with
the highest average was RdnF with 0.9858 followed by
RdnT with 0.9626.

Table 5 shows the summary of all trained algorithms
using the entire or114 database for training and testing.
The acronym CC is the Correlation Coefficient, EAM
is the Mean Absolute Error which is the difference be-
tween Table 3 values and predicted values. NDE is the
Mean Square Error which is very useful in comparing
the algorithms since it shows that the most effective al-
gorithm is simply the one with the smallest variance.
EAR is the Relative Absolute Error which is the ratio
between the absolute error and the predicted value of a
number. EQR is the Relative Quadratic Error and NTI
is the Total Number of Instances.

From the table 5 it can be seen that the IBk algo-
rithm hits all instances with a correlation coefficient of
1 and all errors equal to zero in comparison with the
other algorithms, this shows that it is the most effec-
tive. , because it has the smallest variance. RdnF has
an EAM about 2.36 times higher and NDE about 2.59
times higher than RdnT. Note that from M5P everyone
has an increasing NDE. In addition the correlation co-
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Table 2: Intervals of MOSNumérico and MOSLiteral

Beggining End MOSNumérico MOSLiteral

Intervalo(1) 0.5 < x ≤ 1.5 ≈ 1 very bad
Intervalo(2) 1.5 < x ≤ 2.5 ≈ 2 bad
Intervalo(3) 2.5 < x ≤ 3.5 ≈ 3 moderate
Intervalo(4) 3.5 < x ≤ 4.5 ≈ 4 good

Table 3: MOS values for faded audios from original file or114

Repetition QPSK 2-QAM 4-QAM 16-QAM 32-QAM 64-QAM 128-QAM 256-QAM
p00 0,6 0,8 0,6 0,7 0,7 0,7 0,6 0,7
p01 0,6 1,0 0,6 0,6 0,6 0,7 0,7 0,7
p02 0,6 1,0 0,6 0,6 0,6 0,7 0,6 0,7
p03 0,7 1,0 0,7 0,7 0,6 0,6 0,6 0,7
p04 0,7 2,1 0,7 0,7 0,6 0,7 0,7 0,7
p05 0,8 3,6 0,8 0,6 0,6 0,6 0,6 0,6
p06 1,0 4,4 0,9 0,7 0,6 0,7 0,7 0,7
p07 0,9 4,5 0,9 0,6 0,6 0,7 0,6 0,7
p08 1,0 4,5 1,2 0,7 0,6 0,6 0,6 0,7
p09 2,3 4,5 2,5 0,7 0,6 0,6 0,6 0,7
p10 3,9 4,5 4,0 0,8 0,6 0,6 0,6 0,7
p11 4,4 4,5 4,5 0,8 0,6 0,6 0,7 0,7
p12 4,5 4,5 4,5 0,9 0,7 0,6 0,7 0,6
p13 4,5 4,5 4,5 0,8 0,7 0,7 0,7 0,6
p14 4,5 4,5 4,5 0,7 0,7 0,7 0,7 0,6
p15 4,5 4,5 4,5 1,7 0,8 0,8 0,7 0,7
p16 4,5 4,5 4,5 3,3 0,9 0,8 0,7 0,6
p17 4,5 4,5 4,5 4,3 1,0 0,9 0,7 0,7
p18 4,5 4,5 4,5 4,5 1,0 1,0 0,8 0,7
p19 4,5 4,5 4,5 4,5 1,0 0,7 0,8 0,7
p20 4,5 4,5 4,5 4,5 1,1 0,9 0,9 0,8
p21 4,5 4,5 4,5 4,5 2,1 1,9 0,9 0,8
p22 4,5 4,5 4,5 4,5 3,3 3,3 1,0 0,9
p23 4,5 4,5 4,5 4,5 4,1 4,3 1,1 1,0
p24 4,5 4,5 4,5 4,5 4,5 4,5 1,1 0,8
p25 4,5 4,5 4,5 4,5 4,5 4,5 0,9 0,7
p26 4,5 4,5 4,5 4,5 4,5 4,5 1,2 1,2
p27 4,5 4,5 4,5 4,5 4,5 4,5 2,1 2,3
p28 4,5 4,5 4,5 4,5 4,5 4,5 3,5 3,6
p29 4,5 4,5 4,5 4,5 4,5 4,5 4,3 4,3
p30 4,5 4,5 4,5 4,5 4,5 4,5 4,5 4,5
p31 4,5 4,5 4,5 4,5 4,5 4,5 4,5 4,5
p32 4,5 4,5 4,5 4,5 4,5 4,5 4,5 4,5
p33 4,5 4,5 4,5 4,5 4,5 4,5 4,5 4,5

Table 4: Correlation coefficients means for r1.

RdnF RdnT M5P IBk MLP SMOreg AddR SLR
MÃ c©dia 0,9858 0,9626 0,9331 0,9122 0,8262 0,7907 0,7777 0,6892

INFOCOMP, v. 18, no. 2, p. pp-pp, June, 2019.
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efficients of the first three are very close.
The graph in Figure 3 shows the behavior of the al-

gorithms trained in the different databases, where five
of them had their CC above 0.879; but only three of
them were close to 1 which were IBk, RdnT and RdnF,
almost with an overlap of values, thus indicating wide
acceptance of these algorithms for this type of problem.

Figure 4 shows the behavior of the mean absolute
error for each algorithm across the different databases
and it can be seen that the trained algorithms that had
the smallest errors were IBk, RdnT and RdnF where
there is almost overlap. of values.

Figure 5 shows the mean square error behavior for
each algorithm across the different databases, and it can
be seen that the algorithms that had the smallest errors
were IBk, RdnT and RdnF, with almost an overlap. val-
ues.

4.2 Regression Result for r2

The data contained in r2 are the values of 272 discrete
functions that together with their respective MOS from
the or114 database were used to train the 8 regression
algorithms. Table 6 contains the means of the corre-
lation coefficients corresponding to the 50 validations
with the IBk algorithm with the highest correlation co-
efficient, followed by RdnT, RdnF and AddR.

Table 7 shows the summary of all trained algorithms
using the entire or114 database for training and testing.

When analyzing the table it is clear that both the
EAM and the NDE of the IBk algorithm are smaller
compared to the others, indicating a good acceptance of
this classifier for this type of problem. Note also that
the correlation coefficients of IBk RandomTree, Ran-
domForest and AdditiveRegression are very close.

The graph in Figure 6 shows the behavior of the cor-
relation coefficients for each database. It can be seen
that in the or114 database that contains the degraded
file data that was used to train the algorithms, only the
SMOreg and the SLR that were below 0.7172, all the
others were above 0.9251. From the database of de-
graded files or105 begins the process of model valida-
tion by trained algorithms, it is clear that the trained al-
gorithms AddR, RdnT, IBk, RndF, M5P and MLP can
predict, in different databases, the MOS with correla-
tion coefficient values ââranging from 0.8283 to 1. This
indicates that algorithms trained using the degraded
or114 file database can predict MOS in other databases
with other data, values ââthat have never been used for
training. the algorithms.

4.3 Classification Result for c1

Each result of the classifier corresponds to an average of
50 repetitions of instances correctly classified with the
K-fold option of Cross-Validation equal to 10. Table 8
shows the result of these averages, where the algorithm
that had a higher average was the IBk with 84.15 %.

5 Conclusion

The present work has shown that it is possible to mea-
sure signal quality non-intrusively in time domain au-
dio representations using a model based on the intru-
sive method. Different levels of degradation were in-
serted in a transmission channel wireless to obtain dif-
ferent degraded audios, in a total of 1632, and only 272
were used to train the algorithms. This proposed model
aimed to determine the quality of the voice signal in
the 1360 images that were never used for any kind of
training and model proved satisfactory, since using only
time domain images and machine learning techniques
are enough to do the quality test. Regarding the training
time, depending on the amount of data to train the algo-
rithms can be a little time consuming, however, once
trained you can use the model quite quickly.

For r1 the best-fitting algorithms were undoubt-
edly IBk, RandomForest and RandomTree with very
high correlation coefficients, small mean absolute er-
rors in relation to each other and also having the small-
est mean square errors indicating that Such trained al-
gorithms were well accepted for this kind of problem.
For r2 the IBk, RdnT, RdnF and AddR algorithms were
the best, obtaining high correlation coefficients rang-
ing from 0.9375 to 0.9923 from the or105 to or137
database. RandomTree mean absolute errors were the
only ones that remained lower than the others and from
the or109 database there was almost an overlap of val-
ues for the AdditiveRegression, RandomTree and IBk
algorithms. RdnT also had the smallest mean square
error. For c1 the best algorithms were IBk and RdnT
which although they hit fewer instances in the database
or134 were the algorithms that were better than the oth-
ers.
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Figure 1: General scenario that simulates communication similar to
a real environment.
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Figure 2: Images of the original audios or105, or109, or114, or129,
or134 and or137.
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Figure 3: Pixel classification of images representing the audio signal.

[a] Blue Tinted Pixels

[b] Black and White Pixels

Figure 4: Image Scanning Process.

Figure 5: Discrete Functions in 4 Objective Evaluations.
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Figure 6: Discrete Function Slopes

Figure 7: Schema used in regression and classification learning algo-
rithms.

[a] Regression for r1 and r2

[b] Classification for c1

Figure 8: CC behavior for r1

Figure 9: EAM Behavio for r1

Figure 10: EQM Behavior for r1

Figure 11: Software PredictorFX for r1
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