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Abstract. This paper presents studies on using data mining techniques with data collected from mobile
devices in order to verify the viability of usage on rainfall alert systems. In our study, we have employed
smartphones to gather meteorological-related data from telecommunication technologies, such as Global
System for Mobile Communications (GSM) and Global Positioning System (GPS). In order to evaluate
the capability of monitoring rain with data from smartphones, we used a simplified rainfall simulator
to conduct studies in controlled scenarios. We used classification algorithms such as k-Nearest Neigh-
bors, Support Vector Machine and Decision Tree to identify rainfall types (no rain, light rain and heavy
rain). The classification results were promising and showed area under ROC curve of 0.95 with the k-
Nearest Neighbors algorithm and 0.80 with Support Vector Machine. Additionally we have conducted
preliminary and promising experiments in a real world scenario, which motivates further research on
data collection, preprocessing and specialized classification for alarm systems.
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1 Introduction

Alert systems for weather events are of great econom-
ical and social relevance. These systems monitor the
current rain level in order to detect catastrophic events.
High levels of precipitation can cause problems such as
floods and landslides, which, in turn, can cause deaths
and other losses. However, high levels of precipitation
can be predicted to minimize such losses.

Current monitoring technologies include weather
radars [7, 12], satellite imaging [5] and networks of lo-
cal sensors [21].

Nowadays, alternative technologies are being stud-
ied for increasing accuracy and reducing costs [19].
The usage of smartphones to form mobile sensor net-
works has created opportunities to gather atmospheric
data. These devices have considerable capabilities to

process and store local data. They can also come with
specialized sensors to monitor attributes such as tem-
perature and atmospheric pressure [25]. Also, these de-
vices bring benefits, such as lower cost and higher spa-
tial coverage due to the technology popularization.

Smartphones can establish communication by dif-
ferent technologies of wireless network, such as GSM
and GPS. These technologies can be influenced by dif-
ferent atmospheric events. For example, a rainy weather
can affect negatively the performance of wireless net-
works. In this context, several measures can be obtained
by monitoring communication-related data and it can be
used to assess the influence of atmospheric events on
wireless networks. In [13], the authors have modeled
the attenuation of signal strength of microwaves to rain
intensity as a power law and [27] reported a regression
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model with 90% accuracy for temporal accumulation
within 30 minutes.

In this paper, we have studied the viability of us-
ing smartphone data to monitor and provide alerts for
weather changes. For this purpose, we have obtained
and analyzed signal attenuation of mobile devices from
two types of wireless transmissions, GSM towers and
GPS satellites. In our analysis we applied off-the-shelf
data mining techniques to classify types of rain accord-
ing to their intensity.

This paper is organized as follows: first we de-
scribe related works; then we introduce our methodol-
ogy and experiments; and, afterwards, we draw conclu-
sions based on our results.

2 Related Work

In [18], the authors conducted experiments evaluating
the influence of weather events on high performance
wireless networks. Two stations gathered data such as
temperature, wind chill, humidity, rainfall, snowstorm,
dew point, atmospheric pressure, wind speed and wind
direction in order to monitor the communication among
stations. They observed the attributes that most affect
the quality of networks are rainfalls and snowstorms.
Rainfalls caused a loss of 4 dBm of signal and snow-
storms 14 dBm. Other attributes can affect indirectly
the signal quality. For example, the wind speed can
change the antenna direction which decreases the sig-
nal strength at specific places. Temperature and humid-
ity can also affect indirectly the quality by damaging
the equipments or by distorting electromagnetic waves.

Fong [6] studied the attenuation of signal strength
using wireless networks in external environments. In
their study, the rainfall level was the most important at-
tribute that contributed to signal attenuation. Fong et al.
noted that the greater the rain volume, greater will be
the signal attenuation.

Messer [13] used rain gauges and climatic radars to
monitor rainfall events. The data gathered were used
to estimate the parameters of the power law equation
given by: A = aRb, whereA is the signal attenuation in
dB/km, R is the rainfall rate along the communication
link in mm/h and; a and b are the estimated parameters.

The results using the power-law equation were com-
pared to data from meteorological radars and rain
gauges. In his studies, Messer noted that his results
were more similar to data from rain gauges than mete-
orological radars. This may have happened because, in
some places, meteorological radars can generate errors
due to factors such as topographic barriers, mountains
and urban regions. Messer also noted that in higher fre-
quencies than 10 GHz, rainfalls have greater influence

in these networks.
As future work, Messer suggested the usage of mo-

bile devices to monitor rainfalls. Also, he mentioned
that cell-phone networks used in his studies, ranging
from 1 GHz to 2 GHz, are weakly sensitive to the rain-
fall due to the low operation frequency. In Brazil, cell-
phone networks operate at frequencies varying from
800 MHz to 3 GHz, which can be considered low fre-
quencies as well. However, as stated by Messer, some
techniques, such as Kalman Filter, can be employed to
improve the monitoring results.

In [22], the authors noted that the power law equa-
tion underestimates rainfall levels, especially for those
with high rain rate. In [15], wet antennas showed great
impact in estimations. According to [2], with frequen-
cies higher than 35 GHz the power law equation be-
comes linear and acts independently of the raindrop
size in order to estimate the attenuation. However, in
frequencies lower than 9 GHz, the raindrop size con-
tributes with more than 20% to the errors in estimation.

Using a more complex equation, [27] studied
sources of uncertainties related to climatic events in
order to predict rainfall intensity using data from mi-
crowave links. Their model also considered sources
such as: instrument imperfection, base attenuation and
quantization. With this model, the authors were able
to predict rain rate with accuracy of 90%. They noted
that the size of raindrops is directly proportional to the
spatial variability of the rainfall.

In [19], the authors used the temperature of smart-
phone batteries to measure the environmental temper-
ature using a heat transfer model. A smartphone ap-
plication [17] was developed to collect temperatures of
smartphone battery. The authors collected data from
eight major cities to verify their model against data from
meteorological stations. Their model considers three
heat sources: the smartphone, the user body and the en-
vironment. The final equation of their study is:

T̄A,day
e,j,d = mj(T̄

A,day
p,j,d − T0) + T0 + εj,d, (1)

where T̄A,day
e,j,d is the daily averaged environment

temperature, T̄A,day
p,j,d the daily averaged smartphone

battery in a given A area for a day period, T0 is a con-
stant to balance the temperatures, mj is the estimated
parameter and εj,d is a random disturbance where d de-
notes an identification number for the current day.

With this model, the authors showed that it is possi-
ble to use temperature of smartphone battery in order
to estimate the temperature of the environment. Us-
ing Equation 1, they showed coefficient of determina-
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tion equals to 0.85. They also observed errors in esti-
mations due to internal environments, which can have
equipments that manipulate the local temperature such
as air conditioners.

In [11] the authors informed in their studies great
potential of using smartphones to predict the climatic
state. They listed some useful features such as special-
ized sensors and high coverage due to the technology
popularization. Some devices are equipped with sen-
sors that are capable of monitoring data such as temper-
ature, humidity and atmospheric pressure.

Recent studies showed that atmospheric pressure
can be useful to estimate atmospheric models [24,
10]. Fortunately, atmospheric pressure does not change
in internal environments or behind physical obstacles
that can proportionate measurement errors. However,
smartphone sensors have accuracy and resolution rela-
tive error of approximately 0.2 hPa and absolute error
of 2.6 hPa. Mobile applications such as [20, 17] already
make use of atmospheric pressure sensors for this pur-
pose.

In [16], the authors present a new approach to gather
meteorological data. They used smartphones to create
a context map based on crowdsourcing using a smart-
phone application to collect data such as: atmospheric
pressure, temperature, relative humidity and luminosity.
Early results showed high correlation between temper-
ature and atmospheric pressure. They also conducted
a survey via questionnaires about the influence of me-
teorological events on people’s life. Based on answers
provided in this survey, they observed that the most af-
fected aspects in people’s life were the way they dress,
mood and means of transportation. The variables that
best explains these aspects are temperature, wind and
relative humidity.

In this paper, differently to papers reviewed in this
section, we propose to identify the current state of rain
using the attenuation caused on wireless communica-
tions available in smartphones. We used data from two
wireless communication technologies: GSM which, in
Brazil, operates at radio frequency ranging from 800
Mhz to 3 Ghz and GPS which operates at microwave
frequencies. In order to build the model we propose to
employ data mining techniques since it has shown liter-
ature good results when high amount of data is available
[23, 9, 26].

3 Data Mining Techniques

As previously discussed, rainfalls can jeopardize wire-
less networks by attenuating its signal strength [1]. In
this paper, our goal was to collect and analyze data from
mobile networks, regarding its signal attenuation, in or-

der to detect the current rain state. For this purpose,
we used data mining techniques to extract information
from the collected data. More specifically, we used the
following classification techniques to identify classes of
rain (light rain or heavy rain): J48, k-Nearest Neigh-
bors (k-NN), Multilayer Perceptron (MLP) and Support
Vector Machine (SVM).

J48 is an algorithm that generates a decision tree as
model. To build a decision tree, the algorithm selects
an attribute and a threshold that best split the instances
among predetermined classes. For example, consid-
ering a tree represented by {if (GSM signal strength
< −90) then decide {Yes}; else if (nSat < 6 ) then
decide Yes} else decide {No}}, if an instance has sig-
nal strength less than −90 dBm it will be classified as
raining (Yes), otherwise we need to use the number of
satellites that the smartphone is communicating with.
In the next step, if the number of satellites is less than
6, the instance will be classified as raining (Yes) and,
otherwise, as not raining (No). To select which attribute
and threshold value, the algorithm uses information the-
ory concepts such as information gain, which measures
the attribute capacity to split instances among predeter-
mined classes [14]. This algorithm is fast and easy to
explain the reasoning of classifications.

k-NN algorithm uses spatial distribution among in-
stances for comparison. To classify a new instance, the
algorithm selects the nearest k neighbors using an op-
timized structure and attributes the majority class to it.
This kind of algorithm is called lazy, what means it does
not build an explicit model to classify new instances.

Multi-layer perceptron (MLP) is inspired by natural
neural networks. Artificial neurons, called perceptrons,
receive and process stimuli from others via dendrites,
and send signals to other neurons via axons.

A perceptron receives n input values, which are or-
ganized as an input vector ~x = (1, x1, . . . , xn), and
combines with ~w = (wb, w1, . . . , wn) , where wb is a
bias weight and applies an activation function o(~x· ~w) ∈
R to produce an output. The activation function can be
non-linear if a sigmoid o(~x · ~w) = 1

1+e−~x·~w or similar
function is used. Perceptrons can be organized in a hi-
erarchical network, known as Multi-layer perceptron, to
form non-linear models to represent complex decisions
surfaces.

MLP learns by finding weight values that minimize
misclassifications. Usually MLP training algorithm is
based on gradient descent. It iterates over the dataset
and, for each iteration, errors for all instances processed
by the network are collected. Then, an evaluation step
computes from errors collection how much to correct
the perceptron weights and reduce the number of mis-
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classifications in the next iteration. The algorithm ter-
minates when the observed error is lower than a accept-
able level.

SVM algorithm uses concepts related to k-NN and
MLP [4]. It searches for similarity among strategi-
cally chosen instances, named support vectors. It also
uses non-linear activation functions, called kernel func-
tions, to decrease error rate in the classification process.
Unlike k-NN algorithm, SVM chooses as support vec-
tors the instances that best describe the frontiers among
classes.

SVM describes the frontier used to classified in-
stances between two classes by weighting support vec-
tors for positive or negative class. Often, a quadratic op-
timization technique algorithm is employed to find the
best support vectors which minimize the risk of making
wrong classifications.

The region between the two groups of support vec-
tors, positives and negatives, is called margin. Its dis-
tance is measured by 2

||~w|| where ~w is as a function of
attribute values xi from instances, and b the margin off-
set.

The margin is the distance between the two groups
of support vectors, positives and negatives, measured
by 2

||w|| , is the widest possible in order to minimize
the risk of misclassifications. It is defined by w, which
can be written as, for each instance i, a function of at-
tribute values xi, known class yi, a b the margin off-
set to be found, and a kernel function k(·, ·), such that,
yi(k(~w, ~xi) ≥ 1, which represents the margin borders.

To classify new instances the algorithm uses the
chosen kernel, which can be a linear dot-product or non-
linear functions such as polynomial, ~w and b. When the
kernel is non-linear, SVM split non-linearly distributed
instances as well as complex MLP models.

4 Methodology and Results

As shown in previous sections, there are many studies
about monitoring meteorological events by using wire-
less networks. In most studies, these networks operated
at frequencies higher than 10 GHz [18, 6, 13, 27].

In this paper, we used data from GSM and GPS net-
works of smartphones to verify the viability of design-
ing alert systems for meteorological events. We chose
GSM towers because its widespread use.

In order to collect the data using a smartphone, a
mobile application was developed to gather the follow-
ing attributes: GSM signal strength; geolocation accu-
racy, which is based on GSM towers and GPS satellites;
number of available GPS satellites; average and stan-
dard deviation of the signal strength of available satel-
lites.

We used a simplified rainfall simulator in order to
produce artificial rain and collect data in different sit-
uations. It consists of a tripod that supports a hose jet
pointing down. The nozzle has several kinds of output
which we used to represent distinct types of rainfall. A
small net suspended a smartphone at middle of the tri-
pod and under the hose jet. This simulator was useful
for isolating factors that can influence the values of col-
lected data and, thus, the data mining results.

Additionally to the data collected with our artificial
simulator we have also performed an experiment with
data collected from a real rain. In the following subsec-
tions we describe our tests and experiments in order to
produce a classifier to identify types of rain. We used
the following algorithms based on 10-fold cross vali-
dation strategy and default Weka [8] parametrization:
J48, k-NN with k = 5, MLP and SVM with radial basis
function kernel. In our result we used the paired t-test to
compare SVM with other algorithms. This test compare
two models in each iteration to determine whether the
second model has statistically significant improvement
or degradation when looking at a measurement variable.

4.1 Experiments with Artificial Rain

In this experiment, our goal was to verify if data col-
lected from smartphones under artificial rain can be
used to identify the following types of rain: no rain,
light rain and heavy rain. We conducted this experi-
ment based on a response surface methodology with a
full factorial design [3].

The full factorial method is an experimentation de-
sign that considers factors which may influence the out-
come variable. For our experiments the outcome vari-
able is the type of rain. This method also allows to in-
vestigate the interaction among factors and its impor-
tance in the model. For this experiment, we considered
three factors for data collection.

The first factor is the amount of water produced by
the rainfall simulator, which could be one of the three
options: heavy, light and no rain. For this, we chose
two different output types of the hose jet to represent
light and heavy rain. The second factor is the distance
between the smartphone and the source of water. We
chose two different distances: 40 cm and 80 cm. This
factor was designed to vary the contact force of water
drops on the smartphone. The last factor is the place-
ment of a protective cover on top of the smartphone in
order to avoid direct contact and accumulation of water.
Combining these factors, we have 12 distinct configu-
rations. For example, one of the 12 configurations we
collected was: under heavy rain, with distance of 40 cm
between the smartphone and the source of water and
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using a protective cover. For each configuration, we
collected data during 5 minutes, totaling 6855 instances
for all configurations.

The data gathered was used in two different anal-
ysis. For this, we built models using classification al-
gorithms in order to verify their capacity to identify
the different scenarios composed by the combination of
factors.

In the first analysis, we built models to identify only
the values of the factor we are more interested in, the
amount of water produced by the rainfall simulator. In
other words, there were only three possible cases for
identification: heavy rain, light rain and no rain. In the
second analysis, we wanted to identify all the possible
combination using the three factors. With this analysis,
we verified if the data gathered could be modeled to
predict the other two factors too.

4.2 Results of Artificial Rain Experiments

In the first analysis, we had three classes to be iden-
tified: no rain, light rain and heavy rain. As seen in
Table 1, J48 achieved the best results. It obtained recall
rate of 0.86, which indicates the fraction of instances
correctly classified according to each class, and Kappa
coefficient of 0.79, which represents agreement among
results obtained by cross-validation folds. Area un-
der ROC curve of k-NN and J48 were approximately
0.96, which may suggest these techniques overfitted
data. However, SVM with radial basis function ker-
nel obtained area under ROC curve of 0.86 which indi-
cates a non-overfitted and reasonable classification per-
formance.

The confusion matrix from SVM classifier is show
in Table 2, where the correct class is indicated on
rows and predicted class on columns. We observed
the classes most correctly predicted were “heavy rain”.
This class also had the least false positive rate, which
means there were less false alarms in case of heavy rain.
We consider this a relevant fact because heavy rain is
the most important scenario for an alarm system.

In the second analysis, we considered each combi-
nation of factors as a class, which resulted in 12 classes.
As seen in Table 3, SVM performance slightly im-
proved the area under ROC curve to 0.85, even though
the recall rate slightly decreased to 0.72.

The confusion matrix from SVM classifier, regard-
ing this analysis, is shown in Table 4. We observed most
errors are found in classes corresponding to no rain and
light rain while for the most important class, heavy rain,
fewer errors are found. We attribute these errors due to
a non-proportional interference of rainfall to our mea-
surements which is most distinguishable for heavy rain.

Note that we collected data for scenarios in a random-
ized order which excludes the possibility of correlated
or sequential errors in the classification process.

4.3 Experiment with Real Rain

In this experiment, our goal was to verify if data col-
lected under real rainfalls can be used to identify the
following types: no rain and rain. We tried to iden-
tify only these two types due to limited amount of data
collected. The collection was made during two consec-
utive days, in which periods of no rain and light rain
occurred, totaling 1195 instances for classification.

Differently to the previous experiment we also col-
lected data from smartphone sensors, such as relative
humidity and atmospheric pressure. Additionally we
recorded the user’s location as either indoors or out-
doors, which was provided manually by our user.

4.4 Results of Real Rain Experiment

As shown in Table 6, when using data from mobile
networks and sensors, SVM classifier does not model
properly the data gathered properly with area under
ROC curve of 0.59. However, algorithms such J48, k-
NN and MLP achieved good results. Specifically, J48
achieved 0.99 of area under ROC curve, 0.97 of Kappa
coefficient and 0.99 of recall rate.

Figure 1 illustrates a decision tree generated by the
J48 algorithm with minimum of 15 instances per leaf.
This tree has 13 nodes, which indicates non-overfitting
of data, and a reasonable data representation.

Considering the decision tree model in Figure 1,
when the relative humidity is lower than 65% it is not
raining. In the same way, if relative humidity is higher
than 79.5%, the tree suggests it is raining. Here we
can observe this model will not predict correctly in sce-
narios in which users are indoors and using equipments
that interfere with the humidity, such as air condition-
ers.

Otherwise, when the relative humidity of air is not
too low nor too high, the tree checks the signal strength
of connected GSM network.

If the signal strength of GSM network is too poor
(signal level < −81), the tree infers it is raining. Other-
wise, we need to know if user is located indoors. This
is reasonable because, when indoors, the signal can be
more attenuated due to physical barriers. If the quality
of network is good and user is located indoors we can
say it’s not raining.

When user is outdoors, we evaluate atmospheric
pressure, which indicates rain if it is lower than 918.5.
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Table 1: Comparison of SVM to other algorithms regarding 3-classes scenario. The 3 possible cases for classification were: no rain, light rain
and heavy rain.

Measure SVM J48 5-NN MLP
Kappa coefficient 0.73±0.02 0.79±0.02 ◦ 0.76±0.02 ◦ 0.53±0.04 •
Recall rate 0.82±0.01 0.86±0.01 ◦ 0.84±0.02 ◦ 0.69±0.03 •
Area under ROC 0.87±0.01 0.97±0.01 ◦ 0.95±0.01 ◦ 0.84±0.01 •

◦, • statistically significant improvement or degradation
± denotes standard deviation

Table 2: Confusion matrix regarding 3-classes scenario and SVM
model. The most correctly classified label is “heavy rain”.

Predict as
no rain light rain heavy rain

C
la

ss
es no rain 1 883 290 100

light rain 476 1 705 75
heavy rain 221 52 2 053

humidity

> 65.4
GSM signal

> −81
humidity

> 79.7

light rain
(86)

≤ 79.7
location

= outdoors
pressure

> 918.6
network acc

> 33

no rain
(109/6)

≤ 33

light rain
(21/4)

≤ 918.6

light rain
(52)

= indoors

no rain
(259/1)

≤ −81

light rain
(411/6)

≤ 65.4

no rain
(257)

Figure 1: Decision tree generated by the algorithm J48 to identify
rainfalls using the signal strength of smartphones to GSM towers,
mobile sensors, user’s location and accuracy for finding user’s geopo-
sition via triangulation of available terrestrial networks. Numbers at
the bottom of every leaf denotes the amount of instances correctly and
incorrectly classified.

This is due to the association of low atmospheric pres-
sure on surface level with weather events such high cir-
culation of air masses and precipitations.

In the last decision branch, if atmospheric pressure
is higher than 918.5, the model evaluates the accuracy
(in meters) for finding user’s geoposition via triangula-
tion of available terrestrial networks. If accuracy of ter-
restrial networks is less than 33 then it is raining, and,
otherwise, not raining. It is important to note that the
last attribute seems less relevant because it only sep-
arates 21 instances labeled as “light rain” of 140 re-
mained instances at this branch.

5 Conclusion

By using data mining techniques, this paper studied the
viability of using smartphone data to identify rainfall
types. According to our results, we observed the possi-
bility to identify the rainfall between three types: heavy
rain, light rain and no rain. SVM achieved reasonable
classification performance on artificial rain experiments
reaching up to 0.80 of area under the ROC curve. We
observed the classes most correctly predicted were no
rain and heavy rain, the most important scenarios for
an alarm system. Most of the errors in classification
process are for light rain intensity. We attribute these
errors due to a non-proportional interference of rainfall
to our measurements which is most distinguishable for
heavy rain scenarios. For real rain identification, J48
algorithm built a model with small number of nodes
and high interpretability using additional data such as
smartphone sensors and user’s location. Even achiev-
ing a non-overfitted model, J48 achieved 0.99 of area
under ROC curve with statistical significance improve-
ment over the other algorithms employed.

We consider that real rainfalls are easier to be identi-
fied than artificial due to its higher attenuation on signal
of wireless communication technologies available on
smartphones. This occurs because the spatial coverage
of real rainfalls is much higher than that produced by
our rainfall simulator. In GSM technology, for exam-
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Table 3: Comparison of SVM to other algorithms regarding 12-classes scenario. All the 12 possible cases for identification are detailed in
Table 5

Measure SVM J48 5-NN MLP
Kappa coefficient 0.75±0.02 0.79±0.02 ◦ 0.74±0.02 0.60±0.02 •
Recall rate 0.77±0.01 0.81±0.01 ◦ 0.76±0.02 0.64±0.02 •
Area under ROC 0.87±0.01 0.98±0.00 ◦ 0.97±0.01 ◦ 0.93±0.01 ◦

◦, • statistically significant improvement or degradation
± denotes standard deviation

Table 4: Confusion matrix regarding 12-classes scenario and SVM model. We can still observe that the most correctly classified labels are
those that have Factor 1 equals to no rain or heavy rain. All the 12 possible cases for identification are detailed in Table 5.

predicted as
a b c d e f g h i j k l

cl
as

se
s

a 358 76 2 9 55 0 28 0 0 38 0 0
b 52 348 5 40 63 3 39 0 0 20 2 0
c 0 8 422 25 2 30 12 0 0 0 67 0
d 6 29 55 357 38 4 40 0 0 6 34 0
e 55 74 13 31 319 2 37 0 0 25 3 0
f 14 11 25 24 0 440 13 0 0 11 26 0
g 46 53 9 40 35 4 363 0 0 14 5 0
h 0 0 0 0 0 0 0 560 0 0 0 4
i 0 0 0 0 0 0 0 0 616 0 0 0
j 43 29 0 11 19 0 4 0 0 463 0 0
k 0 1 64 25 3 13 1 0 0 0 467 0
l 0 0 0 0 0 2 0 0 0 0 0 565

Table 5: Combinations of factors regarding the 12-classes classifica-
tion experiment. Each letter represents the label used by the classifi-
cation algorithms for each scenario in which we collected data using
our simplified rainfall simulator.

Letter Factor 1 Factor 2 Factor 3
a no rain 40 cm with cover
b no rain 80 cm without cover
c no rain 40 cm without cover
d no rain 80 cm with cover
e light rain 80 cm with cover
f light rain 40 cm without cover
g light rain 80 cm without cover
h light rain 40 cm with cover
i heavy rain 40 cm with cover
j heavy rain 80 cm without cover
k heavy rain 80 cm with cover
l heavy rain 40 cm without cover

ple, real raindrops attenuate the signal throughout the
path from smartphone to the telecommunication tower.
Also, the usage of data from smartphone sensors and
user’s current location helped to identify real rainfalls
since this additional data proportionated relevant infor-
mation to characterize the problem.

In future studies we intend to include domain
knowledge into modeling. Also we will evaluate our
models in less controlled environments. For the next
steps of our study, we are developing a mobile appli-
cation to gather real-user data. A mobile application
will allow us to apply gamification and crowdsourcing
techniques in order to collect proxy data about weather,
such as user’s mood, perception about weather factors,
clothing and means of transport. We anticipate that col-
lection of data from real-user devices can show new is-
sues, such as attributes tendencies related to where the
smartphone is placed (inside a bag or pocket) and how
it is being used (if it is recharging or during a call inside
a building).
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Table 6: Comparison of SVM to other algorithms to classify real rainfalls. The 2 possible classes were: no rain and light rain.

Measure SVM J48 5-NN MLP
Kappa coefficient 0.20±0.04 0.97±0.03 ◦ 0.85±0.05 ◦ 0.98±0.02 ◦
Recall rate 0.62±0.02 0.98±0.01 ◦ 0.92±0.03 ◦ 0.99±0.01 ◦
Area under ROC 0.59±0.02 0.99±0.01 ◦ 0.98±0.01 ◦ 1.00±0.01 ◦

◦, • statistically significant improvement or degradation
± standard deviation
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