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#### Abstract

Given two strings, the longest common subsequence (LCS) problem computes a common subsequence that has the maximum length. In this paper, we present new and efficient algorithms for solving the LCS problem for two strings one of which is run length encoded (RLE). We first present an algorithm that runs in $O(g N)$ time, where $g$ is the length of the RLE string and $N$ is the length of uncompressed string. Then based on the ideas of the above algorithm we present another algorithm that runs in $O(\mathcal{R} \log (\log g)+N)$ time, where $\mathcal{R}$ is the total number of ordered pairs of positions at which the two strings match. Our first algorithm matches the best algorithm in the literature for the same problem. On the other hand, for $\mathcal{R}<g N / \log (\log ) g$, our second algorithm outperforms the best algorithms in the literature.
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## 1 Introduction

The longest common subsequence (LCS) problem is a classic and well-studied problem in computer science with extensive applications in diverse areas ranging from spelling error corrections to molecular biology. For example, the task of spelling error correction is to find the dictionary entry which resembles most a given word. In order to save storage a file archive of several versions of a source program is maintained compactly by storing only the original version and the differences of subsequent versions with the previous ones. In molecular biology [19, 1], we want to compare DNA or protein sequences to learn how homologous they are. All these cases can be seen as an investigation for the 'closeness' among strings. And an obvious measure for the closeness of strings is to find the maximum number of common symbols in them preserving the order
of the symbols. This is known as the longest common subsequence of two strings.

Suppose we are given two strings $X[1 . . N]=X[1] X[2] \ldots X[N]$ and $Y[1 . . G]=$ $Y[1] Y[2] \ldots Y[G]$. Without the loss of generality, we can assume that $N \leq G$. A subsequence $S[1 . . R]=S[1] S[2] \ldots S[R], 0<R \leq N$ of $X$ is obtained by deleting $N-R$ symbols from $X$. A common subsequence of two strings $X$ and $Y$ is a subsequence common to both $X$ and $Y$. The longest common subsequence problem for two strings, is to find a common subsequence in both the strings, having the maximum possible length. We use $l c s(X, Y)$ and $r(X, Y)$ to denote a longest common subsequence of $X$ and $Y$ and its length, respectively.

The classic dynamic programming solution to LCS problem, invented by Wagner and Fischer [22], has
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$O(N G)$ worst case running time. Masek and Paterson [15] improved this algorithm using the "FourRussians" technique [4] to reduce the worst case running time to $O(N G / \log N)$. Since then, not much improvement in terms of $N, G$ can be found in the literature. However, several algorithms exist with complexities depending on other parameters. For example, Myers in [17] and Nakatsu et al. in [18] presented an $O(N D)$ algorithm, where the parameter $D$ is the simple Levenshtein distance between the two given strings [13].

Another interesting and perhaps more relevant parameter for this problem is $\mathcal{R}$, which is the total number of ordered pairs of positions at which the two strings match. Hunt and Szymanski [8] presented an algorithm to solve the LCS problem in $O((\mathcal{R}+N) \log N)$ time. They also cited applications, where $\mathcal{R} \sim N$ and thereby claimed that for these applications the algorithm would run in $O(N \log N)$ time. Very recently, Iliopoulos and Rahman [10, 11] presented an efficient algorithm to solve the LCS problem in $O(\mathcal{R} \log (\log (N))+N)$ time.

### 1.1 LCS for RLE Strings

In this paper, we are interested to compute an LCS when one of the strings is run length encoded. The motivation for using compressed strings as input comes from the huge size of biological sequences. Here we will be focusing on the run-length encoded [12] strings. In a string, the maximal repeated string of characters is called a run and the number of repetitions is called the run-length. Thus, a string can be encoded more compactly by replacing a run by a single instance of the repeated character along with its run-length. Compressing a string in this way is called run-length encoding and a run-length encoded string is abbreviated as an RLE string.

In what follows, we use the following convention: if $X$ is a (uncompressed) string, then the run length encoding of $X$ will be denoted by $\widetilde{X}$. For example, the RLE string of $\underset{\widetilde{X}}{X}=b d c c c a a a a a a$ is $\widetilde{X}=b^{1} d^{1} c^{3} a^{6}$. Note that for $\widetilde{X}$, we define $\widetilde{X}[1]=b^{1}, \widetilde{X}[4]=a^{6}$ and so on. The notation $|X|$ is used to denote its usual meaning, i.e., the length of $X$; the length of the corresponding RLE string $\widetilde{X}$ is denoted by $|\widetilde{X}|$. We will use small letters to denote the length of an RLE string; whereas capital letters will be used to denote the length of an uncompressed string. For example, if $|X|=N$, then we shall use $n$ to denote the length of $\tilde{X}$.

Note that, the notion of a match and hence the definition of the set of matches, $\mathcal{M}$, can be extended in a natural way when one or both of the strings involved is/are run length encoded. For example, the notion of

(a) The set $\mathcal{M}$ when both strings are uncompressed. Here, $R=21$

(b) The set $\mathcal{M}$ when one of the strings is run length encoded. Here, $R=7$

Figure 1: The set of matches $\mathcal{M}$ in two different settings. A dot in a cell indicates a match.
a match $(i, j) \in \mathcal{M}$, is extended when one input is an RLE string as follows: if $\widetilde{Y}[i]=a^{q}$ and $X[j]=a$ then we say $(i, j) \in \mathcal{M}$ and $\operatorname{run}((i, j))=q$. The set $\mathcal{M}$ as well as its size in two different contexts are illustrated in Figure 1. In particular, Figure 1(a) considers two normal strings and Figure 1.(b) illustrates the scenario when one of those is run length encoded. The problem we handle in this paper is formally defined as follows:

Problem 1. Problem LCS_RLE. Given one uncompressed string $X[1 . . N]=X[1] X[2] \ldots X[N]$ and one RLE string $\widetilde{Y}[1 . . g]=\widetilde{Y}[1] \widetilde{Y}[2] \ldots \widetilde{Y}[g]$, we want to compute a Longest Common Subsequence (LCS) of $X$ and $\widetilde{Y}$.

We will use $L C S \_R L E(X, \tilde{Y})$ to denote an LCS of $X$ and $\tilde{Y}$. There has been significant research on solving the LCS problem involving RLE strings in the literature. Mitchell proposed an algorithm [16] capable of computing an LCS when both the input are RLE strings. Given two RLE strings $\widetilde{X}[1 . . n]$ and $\widetilde{Y}[1 . . g]$, Mitchell's algorithm runs in $O((\mathcal{R}+g+n) \log (\mathcal{R}+g+n))$ time. Apostolico et al. [3] gave another algorithm
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for solving the same problem in $O(g n \log (g n))$ time whereas the algorithm of Freschi and Bogliolo [6] runs in $O(g N+G n-g n)$ time. Ann et al. also proposed an algorithm to compute an LCS of two run length encoded strings [2] in $O\left(g n+\min \left\{g_{1}, g_{2}\right\}\right)$ where $g_{1}, g_{2}$ denote the number of elements in the bottom and right boundaries of the matched blocks respectively. The version of the problem where only one string is run length encoded was handled recently by Liua et al. in [14]. Here, the authors proposed an $O(g N)$ time algorithm to solve the problem.

### 1.2 Our Contribution

In this paper, we make an effort to solve the LCS problem efficiently when one of the input strings is run length encoded. Our main contributions are two novel efficient algorithms, namely, LCS_RLE-I and LCS_RLE-II, to solve Problem 1. In particular, we first present a novel and interesting idea to solve the problem and present an algorithm that runs in $O(g N)$ time (LCS_RLE-I). This matches the best algorithm in the literature [14] for the same problem. Subsequently, based on the ideas of our above algorithm, we present another algorithm that runs in $O(\mathcal{R} \log (\log (g))+N)$ time (LCS_RLE-II). Clearly, for $\mathcal{R}<g N / \log (\log (g))$, our second algorithm outperforms the best algorithms in the literature. In this context, Algorithm LCS_RLEII is an input sensitive algorithm. In many cases, the input could be such that $\mathcal{R}=o(g N)$. In such cases, our algorithm will definitely show better behaviour than the other algorithms. Also, note that, in our setting, Mitchell's algorithm would run in $O((\mathcal{R}+G+$ $n) \log (\mathcal{R}+G+n))$ time, which clearly is worse than ours. (Notably, Mitchell's algorithm could also be used in our setting with an extra preprocessing step to compress the uncompressed string. In this case, the cost of compression must be taken into account.)

With the existence of LCS algorithms in the literature that can deal with both RLE strings, our algorithms may seem to be only theoretically interesting. However, we note the following points in favour of the practical importance of our algorithms. Firstly, in many practical instances a much smaller reference pattern is compared with a large genome. In such cases our version of the problem may turn out to be more relevant. Secondly,
when we talk about comparing two RLE genomes, we often ignore the cost of compressing the two genomes. Now, if we count the cost of compression, then our algorithms (and the algorithm of Liua et al. in [14]) may turn out to be more favourable in different practical settings. Finally, our work can be seen as a building block for an efficient algorithm for the version where both strings are RLE. Indeed, we believe that combining some of the tricks of Mitchell [16] with our work, we would be able to get an algorithm for two RLE strings that runs faster than Mitchell's algorithm.

### 1.3 Roadmap

The rest of the paper is organized as follows. In Section 2, we present an $O(g N)$ algorithm, namely LCS_RLE-I, to solve Problem LCS_RLE. LCS_RLE-I provides the base of our second algorithm, LCS_RLEII, described in Section 3. We achieve $O(\mathcal{R} \log \log g+$ $N$ ) running time for LCS_RLE-II. Finally, we briefly conclude in Section 4.

## 2 A New Algorithm

In this section, we present Algorithm LCS_RLE-I which works in $O(g N)$ time. Since our algorithm depends on some ideas of Algorithm LCS-I of [10, 11], we give a very brief overview of LCS-I in the following subsection.

### 2.1 Review of LCS-I

Note that, LCS-I solves the classic LCS problem for two given strings $X$ and $Y$. For the ease of exposition, and to remain in line with the description of $[10,11]$, while reviewing LCS-I (in this section) we will assume that $|X|=|Y|=N$. Recall that, we say a pair $(i, j), 1 \leq i \leq N, 1 \leq j \leq G$, defines a match, if $X[i]=Y[j]$. The set of all matches, $\mathcal{M}$, is defined as follows:

$$
\mathcal{M}=\{(i, j) \mid X[i]=Y[j], 1 \leq i \leq N, 1 \leq j \leq G\} .
$$

Observe that $|\mathcal{M}|=\mathcal{R}$. From the definition of LCS it is clear that if $(i, j) \in \mathcal{M}$, then we can calculate $\mathcal{T}[i, j], 1 \leq i, j \leq N$ by employing the Equation 1 from [20, 9].

$$
\mathcal{T}[i, j]= \begin{cases}\text { Undefined } & \text { if }(i, j) \notin M  \tag{1}\\ 1 & \text { if }(i=1 \text { or } j=1) \text { and }(i, j) \in M \\ \max _{\substack{1 \leq \ell_{i}<i \\ 1 \leq \ell_{j}<j \\\left(\ell_{i}, \ell_{j}\right) \in M}}\left\{\left(\mathcal{T}\left[\ell_{i}, \ell_{j}\right]\right)\right\}+1 & \text { if }(i, j \neq 1) \text { and }(i, j) \in M\end{cases}
$$

Here we have used the tabular notion $\mathcal{T}[i, j]$ to denote $r(Y[1 . . i], X[1 . . j])$. We use the notation $\mathcal{M}_{i}$ to denote the set of matches in Row $i$. Also, for the sake of better exposition we impose a numbering on the matches of a particular row from left to right as follows. If we have $\mathcal{M}_{i}=\left\{\left(i, j_{1}\right),\left(i, j_{2}\right), \ldots,\left(i, j_{\ell}\right)\right\}$, such that $1 \leq j_{1}<j_{2}<\ldots<j_{\ell}$, then, we say that number $\left(\left(i, j_{q}\right)\right)=q$ and may refer to the match $\left(i, j_{q}\right)$ as the $q$ th match in Row $i$. Note that, number $\left(\left(i, j_{q}\right)\right)$ may or may not be equal to $j_{q}$.

In what follows, we assume that we are given the set $\mathcal{M}$ in the prescribed order assuming a row by row operation. LCS-I depends on the following facts, problem and results.

Fact 1. ( $[9,20]$ ) Suppose $(i, j) \in \mathcal{M}$. Then for all $\left(i^{\prime}, j\right) \in \mathcal{M}, i^{\prime}>i,\left(\operatorname{resp} .\left(i, j^{\prime}\right) \in \mathcal{M}, j^{\prime}>j\right)$, we must have $\mathcal{T}\left[i^{\prime}, j\right] \geq \mathcal{T}[i, j]$ (resp. $\mathcal{T}\left[i, j^{\prime}\right] \geq$ $\mathcal{T}[i, j])$.

Fact 2. ([9, 20]) The calculation of the entry $\mathcal{T}[i, j],(i, j) \in \mathcal{M}, 1 \leq i, j \leq n$, is independent of any $\mathcal{T}[\ell, q],(\ell, q) \in \mathcal{M}, \ell=i, 1 \leq q \leq N$.

Problem 2. Range Maxima Query Problem. We are given an array $A=a_{1} a_{2} \ldots a_{n}$ of numbers. We need to preprocess $A$ to answer the following form of queries:
Query: Given an interval $I=\left[i_{s} . . i_{e}\right], 1 \leq i_{s} \leq i_{e} \leq$ $n$, the goal is to find the index $k$ (or the value $A[k] i t s e l f$ ) with maximum value (ties can be broken arbitrarily, e.g. by taking the one with larger (smaller) index) $A[k]$ for $k \in I$. The query is denoted by $R M Q_{A}\left(i_{s}, i_{e}\right)$

Theorem 1. ( $[7,5]$ ) Range Maxima Query Problem can be solved in $O(n)$ preprocessing time and $O(1)$ time per query.

Now, assume that we are computing the match $(i, j)$. LCS-I maintains an array $H$ of length $N$, where, for the current value of $i \in[1 . . N]$ we have, $H[\ell]=$ $\max _{1 \leq k<i,(k, \ell) \in \mathcal{M}}(\mathcal{T}[k, \ell]), 1 \leq \ell \leq N$. The 'max' operation, here, returns 0 , if there does not exist any $(k, \ell) \in \mathcal{M}$ within the range. Now, given the updated array $H$, LCS-I computes $\mathcal{T}[i, j]$ by using the constant time range maxima query as follows: $\mathcal{T}[i, j]=$ $R M Q_{H}(1, j-1)+1$. Because of Fact 1, LCS-I is able to maintain the array $H$ on the fly using another array $S$, of length $N$, as a temporary storage. After calculating $\mathcal{T}[i, j]$, such that $(i, j) \in \mathcal{M}_{i}$, LCS-I stores $S[j]=\mathcal{T}[i, j]$. It continues to update $S$ (and not $H$ ) as long as the computation continues in the same row.

As soon as the processing of a new row begins, it updates $H$ with new values from $S$. Due to Fact 1, LCS-I does not need to reset $S$ after $H$ is updated (by it) for the next row. Now, for the constant time range maxima query, an $O(N)$ time preprocessing is required as soon as $H$ is updated. But due to Fact 2, it is sufficient to perform this preprocessing once per row. So, the computational effort added for this preprocessing is $O\left(N^{2}\right)$ in total. Therefore, LCS-I runs in $O\left(N^{2}\right)$ time.

### 2.2 LCS_RLE-I

In this section we present our first algorithm, namely LCS_RLE-I, to solve the LCS problem when one of the strings is an RLE string. Recall that, the notion of a match $(i, j) \in \mathcal{M}$, is extended when one input is an RLE string as follows: if $\tilde{Y}[i]=a^{q}$ and $X[j]=a$ then we say $(i, j) \in \mathcal{M}$ and $\operatorname{run}((i, j))=q$. Following the idea of $[10,11]$, in the LCS_RLE-I algorithm, we maintain the arrays $H$ and $S$ and use them exactly the same way as they are used in LCS-I. We will be using another array $\mathcal{K}$ for the efficient implementation of our algorithm and its use will be clear as we proceed.

Now consider that we have completed the computation for the matches belonging to Row $i-1$ (i.e., $\mathcal{M}_{i-1}$ ). Now we start Row $i$. Given the updated array $H$, assume that we are processing the match $(i, j)$. Also assume that when the the computation of the match $(i, j)$ would be complete, i.e. $\mathcal{T}[i, j]$ is completely computed, we would have the result of $L C S \_R L E\left(\widetilde{Y}^{\prime} a^{q}, X^{\prime}\right)$, where $\widetilde{Y}^{\prime} a^{q}$ and $X^{\prime}$ are prefixes of $\widetilde{Y}$ and $X$ respectively. Then, clearly, the match is due to the letter $a$. Now, if $q=1$, then to compute $\mathcal{T}[i, j]$, we simply need to perform: $\mathcal{T}[i, j]=$ $R M Q_{H}(1, j-1)+1$. We also need to update $S$ array to store the new value of $\mathcal{T}[i, j]$ as the current highest value of the $j$ th column, i.e., we perform $S[j]=\mathcal{T}[i, j]$. In what follows, we refer to the above operations as the baseOperation.

If $q>1$, then, we require two steps. Firstly, we perform the baseOperation. Then, in the second step (referred to as the weightOperation), we consider $q$ previous matches (if fewer matches are available we need to consider all of them) in Row $i$, including the current one. Now, note carefully that $T$-values for these matches have already been computed and reflected in the $S$ array. We copy $S$ to $\mathcal{K}$ and $S$ array is never changed by any weightOperation. For Row $i$, we call $\mathcal{K}[k]$ to be a match position if $(i, k) \in \mathcal{M}_{i}$ and $\mathcal{K}[k]$ and $k$ are referred to as the corresponding $\mathcal{K}$-value and
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$\mathcal{K}$-index (similar notations are also defined for the arrays $H$ and $S$ ). Now, we add a weight to each of the corresponding $\mathcal{K}$-values: the weight is 0 for the current match, 1 for the previous match, 2 for the match before it and so on. Now observe that $\mathcal{T}[i, j]$ will be the maximum of these values. This is because the $k$ th element of this "window" from right, corresponds to matching $k$ $a$ 's from the run $a^{q}$ with rightmost $k a$ 's from $X^{\prime}$ and then matching the remaining substring with $\widetilde{Y}^{\prime}$.

We will use an array $\mathcal{K}$ to do this computation efficiently. Now recall that we are handling the match $(i, j) \in \mathcal{M}_{i}$. We can implement the weightOperation by adding the appropriate weights at the corresponding match positions of $\mathcal{K}$ and then performing the query $R M Q_{\mathcal{K}}(u, j)$, such that $\mathcal{K}[u]$ is a match position (due to $(i, u)$ ) and $q=$ number $((i, j))-$ number $((i, u))+$ 1. In what follows we will refer to the above range (i.e., the range $[u . . j]$ ) as the weighted query window. However, in this strategy, we may need to adjust the weights every time we compute a new match since for each match the weighted query window may change. However, this would be costly. In what follows, we discuss how to do this more efficiently.

Rather than adding the appropriate weight, for a particular row, we will add relative weight to all the match positions of $\mathcal{K}$. This would ensure that the position of the maximum value remains the same, although the value may not. To get the correct value, we will finally deduct the appropriate difference from the value. We do it as follows. After the baseOperation, we copy the array $S$ to array $\mathcal{K}$. Then, to a match $(i, \ell), 1 \leq \ell \leq\left|\mathcal{M}_{i}\right|$ we add $\left|\mathcal{M}_{i}\right|-$ number $((i, j))+1$ as the relative weight. In other words we give weight 1 to the rightmost match, 2 to the next one and so on and finally, $\left|\mathcal{M}_{i}\right|$ to the first match.

Now recall that we are considering the match $(i, j) \in \mathcal{M}_{i}$, i.e., we are computing $\mathcal{T}[i, j]$. Assume that number $((i, j))=\left|\mathcal{M}_{i}\right|-k+1$, i.e., this is the $k$ th match position from right. As before, we execute the query $R M Q_{\mathcal{K}}(q, j)$, such that $\mathcal{K}[u]$ is a match position (due to $(i, u)$ ) and $q=$ number $((i, j))-$ number $((i, u))+1$. However, this time we need to do some adjustment as follows. It is easy to realize that each of the values of the matched positions in $\mathcal{K}[u . . j]$, is $k$ higher than the actual value. So, to correct the computation we perform $T[i, j]=$ $R M Q_{\mathcal{K}}(q, j)-k$.

The analysis of the algorithm is similar to that of LCS-I algorithm of $[10,11]$. As we need to do at most two $R M Q$ preprocessing per row, overall it will cost $O(N g)$ time (using $O(N)$ time preprocessing algorithm). We need two $R M Q$ queries per match which
amounts to $O(\mathcal{R})$ (using constant time $R M Q$ query) time. Note that, in the worst case $\mathcal{R}=O(N g)$. Finally, it is easy to see that, the set $\mathcal{M}$ in the prescribed order can be computed easily in $O(N g)$ time. Therefore, we get the following theorem.

Theorem 2. LCS_RLE-I solves Problem LCS_RLE in $O(\mathrm{Ng})$ time.

### 2.3 An Illustrative Example

In this section, we will give a partial example on how the LCS_RLE-I algorithm works for $X=$ $A B B C C C A A A A$ and $\widetilde{Y}=C^{3} A^{3}$. We assume that we have already completed processing the matches belonging to Row 1 (i.e. $\mathcal{M}_{1}$ ). After calculating Row 1 , values of $S$ array are shown in Table 1 and the $\mathcal{T}$-values of Row 1 are shown in Table 2

| value | 0 | 0 | 0 | 0 | 1 | 2 | 3 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 1: $S$ array after calculating Row 1

| $C^{3}$ | 0 | 0 | 0 | 0 | 1 | 2 | 3 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | B | C | C | C | A | A | A | A |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 2: $\mathcal{T}$-values of Row 1 after processing all the matches of Row 1

Now we will calculate Row 2. We have, $\mathcal{M}_{2}=$ $\{(2,1),(2,7),(2,8),(2,9),(2,10)\}$. Here, we have to perform both baseOperation and weightOperation. The values of $S$ array After baseOperations for all the matches of $\mathcal{M}_{2}$ are shown in Table 3

| value | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 4 | 4 | 4 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 3: $S$ array after baseOperations of all the matches of Row 2

To calculate weightOperation, we will copy the $S$ array into the $\mathcal{K}$ array and add relative weight as shown in Table 4 and Table 5.

| value | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 4 | 4 | 4 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| weight | 0 | 5 | 0 | 0 | 0 | 0 | 0 | 4 | 3 | 2 | 1 |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 4: $\mathcal{K}$-Array before addition of relative weight
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| value | 0 | 6 | 0 | 0 | 1 | 2 | 3 | 8 | 7 | 6 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 5: $\mathcal{K}$-Array after addition of relative weight

After calculating the matches of Row 2, values of $S$ Array and $\mathcal{T}$ Array are shown in Table 6 and Table 7 respectively.

| value | 0 | 1 | 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 6: $S$ array after calculating Row 2

| $A^{3}$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 4 | 5 | 6 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C^{3}$ | 0 | 0 | 0 | 0 | 1 | 2 | 3 | 0 | 0 | 0 | 0 |
|  |  | A | B | B | C | C | C | A | A | A | A |
| index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 7: $\mathcal{T}$-values of Row 2 after processing all the matches of Row 2

## 3 LCS_RLE-II

In this section, we use the ideas of LCS_RLE-I to present our second algorithm, LCS_RLE-II, which runs in $O(\mathcal{R} \log (\log (g))+N)$ time. To achieve this running time, we will use an elegant data structure (referred to as the vEB tree henceforth) invented by van Emde Boas [21] that allows us to maintain a sorted list of integers in the range $[1 . . n]$ in $O(\log (\log (n)))$ time per insertion and deletion. In addition to that it can return next $(i)$ (successor element of $i$ in the list) and $\operatorname{prev}(i)$ (predecessor element of $i$ in the list) in constant time.

We follow the same terminology and assume the same settings of Section 2 to describe LCS_RLEII. So, assume that we are considering the match $(i, j) \in \mathcal{M}_{i}$ and recall that when the the computation of the match $(i, j)$ would be complete, i.e. $\mathcal{T}[i, j]$ is completely computed, we would have the result of $L C S \_R L E\left(\tilde{Y}^{\prime} a^{p}, X^{\prime}\right)$. Note carefully that the baseOperation is basically the operation required to compute a normal LCS. We can use the LCS algorithm of [10] or [11] just to do the baseOperation for each match. Then, for each match we would only need $O(\log (\log (g)))$ time [11, 10], requiring a total of $O(\mathcal{R} \log (\log (g)))$ time to perform all the baseOperations.

Now, we focus on the weightOperations. Our goal is to completely avoid any RMQ preprocessing. We need to modify the weightOperation as
follows. We will use the vEB tree for this purpose. Recall that we want to find the maximum value of $\mathcal{K}$ in the weighted query window. Furthermore, note that, only the matched positions of $\mathcal{K}$ in the weighted query window are important in the calculation. So instead of maintaining the array $\mathcal{K}$, we maintain a vEB tree where always the appropriate number ( $q$ in this case) of matches (with values after the addition of the relative weights) are kept. And as the computation moves from one match to the next, to maintain the appropriate weighted query window, only one element (corresponding to a match) is added to the vEB tree and at most one element is deleted. (We do not need to delete any element if the current weighted query window has fewer matches than $q$.)

When we need the maximum value of the weighted query window, we just find the maximum from the vEB tree which can also be found in $O(\log (\log (g)))$ time (by inserting a fictitious element having infinite value and then deleting it after computing its predecessor). As we need to insert and delete constant number of elements from the vEB tree for each match, this can be done in $O(\mathcal{R} \log (\log (g)))$ time on the whole. Like before, we would need to deduct the appropriate value $\left(\left(\left|\mathcal{M}_{i}\right|+1-n u m b e r((i, j))\right.\right.$ in this case) from the returned maximum to do the proper adjustment. Algorithm 1 presents the idea (only the computation of the values) more formally. Notably, we must maintain appropriate pointers to recover the actual LCS after the computation is done.

Finally, the computation of the set $\mathcal{M}$ in the prescribed order can be done following the preprocessing algorithm of $[10,11]$ which runs in $O(\mathcal{R} \log (\log (g))+$ $N)$ time. So, we have the following theorem.

Theorem 3. LCS_RLE-II solves Problem LCS_RLE in $O(\mathcal{R} \log (\log (g))+N)$ time.

## 4 Conclusion

In this paper, we have studied the longest common subsequence problem for two strings, where one of the input strings is run length encoded. We have presented two novel algorithms, namely LCS_RLE-I and LCS_RLE-II to solve the problem. We have first presented LCS_RLE-I combining some new ideas with the techniques used in [11, 10]. LCS_RLE-I runs in $O(g N)$ time, which matches the best algorithm in the literature. Then we present an input sensitive algorithm, namely, LCS_RLE-II that runs in $O(\mathcal{R} \log (\log (g))+N)$ time. Observe that in the worst case, $\mathcal{R}=O(g N)$ and hence the worst case running time of LCS_RLE-II is slightly
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```
Algorithm 1 LCS_RLE-II: Computation of Row \(i\)
(Only the computation of value is shown)
    for each \((i, j) \in \mathcal{M}_{i}\) in the left to right order do
        Perform baseOperation and update \(S\) array ac-
        cordingly
    end for
    \{Now we perform the weightOperation for every
    match of \(\mathcal{M}_{i}\). Assume that each vEB element is a
    tuple (value, pos) \}
    vEBTree = null
    for each \((i, j) \in \mathcal{M}_{i}\) in the left to right order do
        relativeWeight \(=\left|\mathcal{M}_{i}\right|-\) number \(((i, j))+1\)
        vebTree.Insert((S[j]+relativeWeight,j))
        if \(\mid\) vebTree \(\mid>q\) then
            Delete the earliest inserted element from veb-
            Tree \{The earliest inserted element can be ef-
            ficiently found by maintaining a normal linked
            list between the inserted elements \(\}\)
        end if
        \(S[j]=\) vebTree.Maximum ()\(-\left(\left|\mathcal{M}_{i}\right|+1-\right.\)
        number \(((i, j)))\)
        \(\mathcal{T}[i, j]=S[j]\)
    end for
```

worse than the best algorithm in the literature. However, in many cases $\mathcal{R}=o(g N)$, and our algorithm would show superior behaviour in these cases. In particular, if $\mathcal{R}<g N / \log (\log (g))$, LCS_RLE-II will outperform the best algorithms in the literature. Additionally, if we run Mitchell's algorithm (the best algorithm in the literature for two RLE strings) in our setting, the running time would be $O((\mathcal{R}+G+n) \log (\mathcal{R}+G+n))$, which clearly is worse than ours. Also, employing some of the insights of Mitchel [16], we believe, our work can be extended to the version where both the input are RLE strings.

Finally, all the works in the literature so far on LCS computation considering RLE strings focused only on theoretical complexity results of the devised algorithms. Theoretical improvement in these algorithms were achieved in most cases by using complex data structures (e.g., in our case, vEB tree and RMQ data structures). In practice, such algorithms, despite having better theoretical bounds, may turn out to be worse in performance. Hence, an interesting research direction could be to implement the algorithms in the literature along the new ones proposed here and to compare them against each other from a practical point of view. Notably, we have already started working in this direction and hope to present the findings in a forthcoming paper.
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