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Abstract. This paper presents a step forward of a pheromone-based mechanism used to coordinate Un-
manned Aerial Vehicles (UAVs) andWireless Sensor Networks (WSNs) on ground that together compose
a surveillance system to detect and acquire information of possible targets in an area of interest. The pro-
posed enhancement aims at to diminish the overhead in terms of communication needed to provide the
desired coordination among these different nodes that compose the network. This is done by means of a
more efficient UAV pheromone information distribution among the sensor nodes on the ground. Simula-
tion results are presented comparing the proposed enhancement with the original mechanism, denoting
the advantage of the enhanced one.
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1 Introduction

A trend that is gaining strength in the wireless sensor
network (WSN) area is the use of heterogeneous sen-
sor nodes, in order to fulfill the requirements of sophis-
ticated applications, such as area surveillance systems
[1]. An important thread of this trend is the combined
use of mobile sensors working in cooperation with static
ones, as presented in [2]. A fact that gives more strength
to this trend is the recent advances in Unmanned Aerial
Vehicles technologies, especially for those with small
dimensions, such as mini-UAVs [3]. As small UAV
platforms are much more affordable than larger UAVs,
such as Predator or Globalhawk, the use of a number of
them working as a network connected group becomes

tangible, and thus their interoperational usage withWSN
on the ground.

One of the main concerns when developing such sensor
networks, composed by UAV-carried sensors and static
WSN nodes on the ground, is how to provide coordi-
nation among these heterogeneous nodes, in order to
enable them to efficiently respond to the users’ needs.
This refers to issues such as how to make the nodes ef-
ficiently use their communication resources in order to
provide data to the other nodes so that the system as a
whole works according the current demands. In gen-
eral, systems with such heterogeneous sensor composi-
tion work as follows: Simpler sensor nodes on ground,
deployed in a great quantity, are configured to iden-



tify patterns that indicate phenomena of interest. When
such an evidence is observed, more sophisticated sen-
sors (UAV-carried ones), which are deployed in a smal-
ler number if compared with ground-based nodes, move
to the area in order to confirm or gather additional data
about the occurrence. Thus, it is possible to say that the
ground static sensor nodes call the mobile ones to come
to their location. Such a call can be done by means of an
alarm, which is issued by the ground sensor node that
detected a given pattern, and then is delivered to one of
the mobile sensor nodes that will handle the occurrence.

As the mobile sensor nodes are supposed to be in small
number, it is very probable that the alarm issuer node
will not be able to make the alarm delivering by itself.
What is supposed to happen is that the alarm has to be
routed through the network of sensors on the ground
until it can reach one of the UAVs. This delivery mech-
anism has to take into account the dynamicity of the
system, i.e. the movement of the UAVs, as well as the
efficient usage of energy resources, as communication
is the most energy demanding operation in WSN [4].

In [5] a pheromone-based mechanism to deliver alarms
issued by ground sensor nodes to UAVs was presented.
The idea to use artificial pheromones to provide aware-
ness about the location of the UAVs is inspired in [6][7],
but with some differences to adapt it to the context in
which the UAVs interoperate with static nodes on the
ground, as discussed in [5]. In this work it was consid-
ered a uniform distribution of the ground sensor nodes
in an area. In [8] this strategy was used in a scenario
in which the ground sensor nodes were randomly dis-
tributed. However, a drawback of such solution applied
to this scenario was the increased number of messages
that were required to guarantee the correct pheromone
information distribution among the sensor nodes, due to
the way the pheromones are distributed over the nodes
in the network, and due to the redundant messages gen-
erated by the alarm forwarding process to follow the
UAVs’ pheromone trace, as detailed explained in [5].

In this paper an improvement of the pheromone-based
alarm delivery mechanism is presented. This improve-
ment allows the use of fewer messages by the ground
sensor nodes to forward alarms and eliminate the need
of a number of redundant messages. This is done by
enhancing the way the pheromones are represented and
distributed when the UAVs send pheromone beaconmes-
sages, resulting in a diminishment of the message ex-
changing overhead in the system. This is achieved by
means of organizing the sensor nodes on the ground in
layers according to the pheromone levels that they store.
This is an important contribution that enhances the orig-
inal proposal, in terms of lesser energy consumption,

achieved by diminishing the communication demands
among the ground sensor nodes.
The content of this paper is divided as follows: Sec-
tion 2 presents the application scenario and the prob-
lem description. In Section 3, the proposed alarm de-
livering mechanism is presented. Section 4 is dedicated
to the simulation results presentation, while Section 5
discusses related works. Section 6 concludes the paper
giving the directions of future works.

2 APPLICATION SCENARIO AND PROBLEM
STATEMENT

The application scenario investigated in the context of
this work is area surveillance systems based on the us-
age of static WSN nodes on the ground and mobile sen-
sors on the air, carried by UAVs, which are referred
from now on as UAV-carried sensors of just as UAVs.
The focus of the present paper is in the coordination
among the static sensors placed on the ground and the
UAVs, which is detailed in the statement of the prob-
lem.

A. Surveillance System
As mentioned above, the surveillance systems con-
sidered in this work are composed by static ground
sensors and UAV-carried sensors. There are G static
ground sensor nodes spread on the area, which are
individualized by an identifier sni, (i = 1, · · · , G).
The ground sensor nodes are distributed according
to a given probability distribution, which can be ran-
dom, uniform or following a given specific pattern.
UAVs flies over the area, in a random or a prede-
fined movement pattern, and are identified by ui

(i = 1, · · · , N ). G, the number of ground sensor
nodes, is assumed to be much bigger than the max-
imum number N of UAVs. These two groups of
sensor nodes are further divided according to their
sensing capabilities. The considered capabilities are
the type of measurements that can be made, and
the sensing range. For the ground sensor nodes,
the considered measurements are, for example, dif-
ference in the magnetic field, vibration, tempera-
ture, humidity and acoustic signature. Examples for
the UAV-carried sensors are visible light cameras,
infrared cameras and SAR/ISAR radars. The sen-
sing range is a tunable parameter that remains con-
stant for the ground sensor nodes, but may vary for
the UAV-carried ones, due to the influence of their
movement.

The sensors nodes wirelessly communicate with one
another within a given range, which is a tunable pa-
rameter. Due to the broadcast nature of wireless
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communications, all nodes in the range receive a
message issued by a given node.

The dynamics of the systemworks so that the ground
sensor nodes are configured to detect possible tar-
gets, which is defined by a set of threshold levels of
its measurements. A match with the detecting cri-
teria is achieved when the acquired measurements
reach a configured threshold level that also can cor-
respond to a large enough discrepancy to some ex-
pected normal or background level. In an occur-
rence of such a match, the sensor node issues an
alarm, which is received by all the nodes within the
alarm issuing node’s communication range.

Alarms are single communication packets contain-
ing a timestamp, the position of the issuer node, and
the type of the possible target. The two first compo-
nents of the alarm enable its unique identification,
avoiding alarm duplications. For the purposes of
this work, each alarm indicates one target. Even in
the case in which the indicated target is a group of
persons or vehicles, and are handled as a unique en-
tity by the system.

Figure 1 presents the main elements of this scenario,
in which the detection of a possible target by a gro-
und sensor node is illustrated. This node issues an
alarm that is received by all other nodes in its com-
munication range. One of these neighbors relays the
alarm, which is received by a UAV passing close by,
thus characterizing the alarm delivery.

Figure 1: Overview of the application scenario.

The goal of this type of system is to allocate one of
the UAVs, preferably the most suited one, to fly to-
wards the area where the alarm was issued. Then,
this UAV can gather further information about the
possible target, and confirm it as a target, for exam-
ple if it is an intruder or a threat.

B. Problem Statement
According to the description presented above and
the goals of the surveillance system, two main co-
ordination problems can be recognized: 1) how the
alarms should be delivered to the UAVs, and; 2) how
to make a decision on which UAV that will be as-
signed to respond a given alarm.

The first problem refers to the way the alarms, is-
sued by the ground sensor nodes, will reach the UAV.
This includes the issues about how to provide aware-
ness of the locations where to find the UAVs to grou-
nd sensor nodes, as well as how to make the alarms
come to these locations in an energy efficient way.

The second problem is related to the assignment of
the most appropriate UAV to handle a given alarm.
This decision can be taken by considering a num-
ber of different parameters, such the applicability
of the sensor to handle a given situation due to the
type of the target or weather conditions, for exam-
ple. Moreover, it may also consider other parame-
ters as the distance of the UAVs from the location
where the alarm was issued, or the density of UAVs
in this location, among others.

The goal of this paper is to propose an energy effi-
cient way to solve the first problem, i.e. the alarm
delivery mechanism. The focus is on how to make
a mechanism that provides the desired features to
support the alarm delivery process, i.e. the location
awareness of the UAVs to the ground sensor nodes,
and the correct routing of alarms through the net-
work so that they reach the UAVs, using as little
energy from the nodes in the network as possible.

Details about the handling of the second problem
are not taken into account in this paper. For a com-
plete discussion about it and a description of the
proposed approach, interested readers are referred
to [9].

Focusing on the description of the first problem,
the proposed pheromone-based alarm delivery pre-
sented in [5] works well for uniform ground sen-
sor distributions and randomly distribution of mas-
sive numbers of ground sensor nodes, but with an
increased overhead due to a number of redundant
messages in this last case. Following the presen-
tation of this problem, some possible solutions are
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discussed, analyzing their pros and cons, which pro-
vide the motivation for the proposed enhancement
presented in Section 3.

A straight forward way to handle the above men-
tioned problem is to include the signal strength in-
formation of the UAVs’ pheromone beacon in the
calculation of the pheromone strength level that
should be stored by the ground sensor nodes, and
eliminate the indirect beacon messages among
ground sensor nodes. However, a problem with this
solution is that when the UAVs leave their pheromo-
nes, depending on the distance of the nodes and the
way the UAVs fly, distorted pheromone information
can be stored by the ground sensor nodes, indicating
a wrong direction of the UAV.

Figure 2 presents an example of this problem.

Figure 2: Miscalculation of the pheromone marks by randomly dis-
tributed sensor nodes, when signal strength is added to the pheromone
level calculation.

It occurs because of the combination between sig-
nal strength of the beacon pheromone message and
the time elapsed from its reception, used in the com-
putation of the pheromone level. This may lead to
values that do not reflect the real direction of the
UAV’s path, as shown in Figure 1. In this exam-
ple it is possible to observe that the alarm issued
by sensor node A will be received by its neighbor
nodes, namely B, C and D. The last node, D, is
the one in the right way towards the UAV. However,
due to the miscalculation of the pheromone levels
caused by the non-uniformity of the nodes distribu-
tion and the particular way of the UAV path, nodes
A, B and C have stronger pheromones marks than
D, which makes the alarm follow a wrong path, be-
ing forwarded by nodes B and C, instead of being
forwarded by node D.

One way to solve this new problem is augmenting
the number of sensor nodes on the ground. This ap-
proach provides redundancy in the alarm forward-
ing, which result in that eventually the alarms will
come to their right destination. However, such a so-
lution may lead to another problem, which is the
reduction in the efficiency of the proposed strategy,
in terms of energy consumption, cancelling the ad-
vantage in using the signal strength information in-
stead of the indirect beacons among ground sen-
sor nodes. As there is an increased redundancy in
the alarm forwarding, an inefficient usage of avail-
able resources also will result. This happens be-
cause since many sensor nodes may have the same
pheromone level in an area (level required to de-
termine the node as forwarder), many unnecessary
alarm forwarding’s will take place, thus consuming
energy that could be saved. Moreover, the alarm
will be also forwarded to directions where it should
not be forwarded until it reaches nodes with lower
levels of pheromone and stop to follow the wrong
directions. In the worst case, even a broadcast storm
may happen in the areas close to the alarm issuer.

Figure 3 presents this problem.

Figure 3: Example of the problem generated by the massive usage of
sensor nodes.

It is noteworthy that, even presenting this undesir-
able overhead which constraints it’s gains, the pro-
posed strategy presents good results in terms of func-
tionality and still manages to present efficiency if
compared with traditional approaches, as discussed
in [10]. However, this fact provides the opportunity
to enhance the efficiency of the system as a whole
and it is what will be presented in the following.
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3 ENHANCED PHEROMONE-BASED ALARM
DELIVERY

Aiming at overcoming the efficiency constraints dis-
cussed above, the proposed enhancement of the phe-
romone strategy applied to a network of randomly dis-
tributed sensor nodes is based in the two modifications
of the original proposal. The first is to divide the sensor
nodes on the ground in layers with a gradient pointing to
the path followed by the UAV. The sum of these layers
forms a pheromone corridor indicating the direction of
the UAV. The second is to determine the minimum num-
ber of sensor nodes that keeps the network connectivity
in the central layer and make this layered approach to
work correctly and more effectively.

The division of the nodes in layers is done by taking the
nodes with stronger pheromone traces to form a back-
bone of the pheromone corridor. This points more pre-
cisely to where the UAV currently is. Surrounding the
backbone, the nodes with weaker pheromone levels are
divided in layers, according to their levels.

Figure 4 presents an example of the proposed division
of the nodes in layers. In this example there are just two
layers, the backbone with pheromone level equal to 1.0,
and an immediate surrounding level, with pheromone
level equal to 0.5. All the other nodes outside these lay-
ers have no pheromone information about that UAV, so
pheromone level equal to zero. Alarms issued by nodes
located inside the backbone follow the backbone until
they are delivered to the corresponding UAV. Alarms is-
sued by nodes in the other layers are forwarded towards
the backbone until they come there, and then follow
the backbone as previously explained. This approach
bounds the flooding of the alarm, the overhead of the
alarm forwarding, to the limits of the backbone. This
avoids the alarm retransmission by a large number of
nodes, as it occurred before.

Figure 5a presents an example of an alarm issued by a
node in the backbone and its way to be delivered to the
UAV, while Figure 5b presents an example of an alarm
issued by a node in a layer outside the backbone (Layer
1) and its possible way towards the UAV.

The implementation of this idea required a modifica-
tion in the pheromone representation in the ground sen-
sor nodes. Instead of calculating the pheromone level
only with the elapsed time since the beacon reception,
as originally done, or combining this information with
the signal strength as explained above, these two peaces
of information are kept separately. The signal strength
defines the region, backbone or one of the surrounding
layers, which the node will belong, while the elapsed
time will provide the direction of the UAVs, which mea-
ns, a gradient inside each layer or inside the backbone.

Figure 4: Example of the division the sensor nodes in two layers, the
Backbone and the Layer 1.

The number of surrounding layers may vary and they
can be defined according to the desired accuracy and
density of the nodes distributed in the area.

This layered approach allows even the usage of simpler
pheromone representations, such as with the usage of
the sequence number of the beacons messages sent by
the UAVs, instead of the elapsed time. This alternative
has an advantage that it does not require any calcula-
tion and is independent of the local clock in the nodes,
but has a small drawback in relation to the pheromone
evaporation, which requires operations with time any-
way.

In order to make this approach works properly, a condi-
tion must hold: the nodes in the backbone region have
to be connected, which means that from any node it has
to be possible to send a message to any other node. As
the UAVs may fly over any location of the network, any
set of nodes in the network may compose the backbone
region. This implies that the whole network has to be
connected. The problem is then to find the minimum
number of nodes that are required to compose the net-
work in order to make this condition holds for a given
area.

Without lost of generality, assumes a random distribu-
tion of the sensor nodes on the ground. Considers fur-
ther that this distribution has independent uniform prob-
ability (homogeneous Poisson point process in two di-
mensions that generates a geometrical random graph –
the same process that models rain drops falling on a sur-
face), which mimics, for example, the a deployment of
sensor nodes by dropping them from an airplane. This
representation provides a general representation of the
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Figure 5: Examples of alarms issued by a node inside the backbone
(a), and in the Layer 1 (b).

distribution of the sensor network on the ground.

Considering the above described nodes’ distribution and
the results for connectivity analysis presented in [11],
which defines the connectivity in a network of random
distributed nodes with a Poisson point process in two
dimensions by equation 1 :

P (dmin > 0) = (1 − e−ρπr2

)n (1)

where P (dmin > 0) is the probability that the min-
imum connectivity degree of the network (d) is higher
than zero. ρ is the node density, r is the communication
range, and n is the total number of nodes in the network.

The network degree mentioned above is the number of
links existing between any pair of nodes in the network.
In order to the network be considered connected, its
degree has to be at least 1, i.e. at there is at least one
possible path linking any pair of nodes. As d is an in-
teger, it is possible to state that the number of nodes n
needed to fulfil the network connectivity condition ex-

plained above is the one that gives by equation 2 :

P (dmin > 0) = 1 (2)

The condition presented in 2 can be relaxed, providing
by equation 3 :

P (dmin > 0) ∼= 1 (3)

4 EXPERIMENTS AND RESULTS

In [10], simulations of the original pheromone-based
alarm delivery mechanism were performed and their re-
sults compared with those achieved with a similar sys-
tem solution that implemented a centralized approach
to assign alarm to UAVs. The results from those simu-
lations presented evidences that the decentralized phe-
romonebased one outperforms the centralized approach
in terms of network resources usage, besides other pa-
rameters related to the mission accomplished that were
analyzed in the referred work.
The experiments reported in the current paper provide a
comparison between the results achieved by the original
pheromone-based alarm delivery mechanism [5] com-
pared to the current presented enhancement of the orig-
inal mechanism and to a reference mechanism based on
a flooding of the alarm. The evaluated metrics were: 1)
total number of messages; 2) number of hops from the
issuer node until it reaches a UAV.
One hundred simulation runs were performed for each
mechanism, and the results will present the statistics of
the obtained results. The simulations were performed
using an extension of ShoX ad hoc network simula-
tor [12], which is being evolving by the additional fea-
tures and restructuration provided by the work of this
research group.

A. Simulation Setup

The experiments performed in this work hade the
goal to specifically assess the networking features
of the proposed enhancement in relation to the orig-
inal one, regarding less the analysis of employing a
given UAV to respond a given alarm, as studied in
previous publications [5][10]. For this reason, in-
stead of simulate scenarios with different numbers
of UAVs and targets, the focus was kept on the oc-
currence of one alarm, triggered by the presence of
one target, and the analysis of the mentioned met-
rics until this alarm reaches a UAV.

The choice of setup parameters were based on the
characteristics of the scenario analysed in this study,
which considers Mini or Micro UAVs. These UAVs
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have an operational range of 10 Km and fly at an
altitude around 250 meters [3]; and communication
ranges for both UAVs and ground sensor nodes based
on technologies such as IEEE 802.15.4 (extended
range version). When a UAV is not responding an
alarm, it may fly following a randommovement pat-
tern, with collision avoidance capability.

The ground sensor nodes are randomly deployed,
following the independent uniform probability dis-
cussed above. 140 nodes are distributed over a 2Km
x 2Km area giving approximately 100% of proba-
bility that the nodes in the network form a connected
graph [11], for a communication range of 300 me-
ters. This distribution fulfils the necessary condition
above presented. Table I summarize the main simu-
lation parameters.

Table 1: SIMULATION PARAMETERS.

Parameter Value
Scenario Area 2Km × 2Km
UAVs’ Communication Range 400m
UAVs’ Flying Altitude 250m
Number of Ground Static
Sensor Nodes 140
Ground Static Sensor Nodes
Communication Range 300m

Figure 6 presents a screenshot from a simulation run
of the enhanced pheromone-based mechanism. The
nodes with border represent those with pheromone
information, composing the pheromone trail. The
labels inside the trail represent the number of hops
that the alarm moved so far. The labels outside the
trail just represent the nodes that the alarm passed
by while searching of a trail. The node with the
label with value 6 is the one that delivers the alarm
to the UAV.

B. Results Presentation and Discussion

Figure 7 presents the results for the first metric, total
number of messages used to deliver an alarm. It is
possible to notice that the flooding mechanism uses
much more messages than the other two based on
pheromones. Between the pheromone-based ones,
the enhanced approach outperforms the original one
by a factor of 1.6. An explanation for these reported
results is that for the flooding mechanism, a massive
number of messages are sent to all directions in a try
to reach a UAV. On the other hand, the pheromone-
based strategies the alarms follow a path defined
by the presence of pheromones traces on the sensor

Figure 6: Simulation run screenshot.

nodes. When the node that issues an alarm does not
have any trace, the alarm follows just one random
direction instead of being broadcasted in all direc-
tion, until it reaches a pheromone trail and then fol-
lows it until reach the corresponding UAV. The ex-
planation for the best performance of the enhanced
version of the pheromone-based mechanism is that
it constrains the alarm forwarding to regions defined
by the layers, as explained in Section 3. This ap-
proach diminish the number of nodes that have the
same pheromone level, and it is the reason why it
outperforms the original approach, as in this one, a
number of nodes may have similar pheromone lev-
els.

Figure 7: Results for the Total Number of Messages.

For the total number of hops from the alarm issuer to
the UAV, the results in Figure 8, again the flooding
mechanism presents better results, i.e. fewer hops
to reach the UAV. This is explained by the fact that
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the alarm is broadcasted in all directions, instead of
follow one as it is the case in the pheromone-based
approaches. However, it is noteworthy to highlight
that the difference is not big, and it is due to the
occurrence of some alarms that are issued by nodes
that do not have any pheromone trace. Otherwise, if
all nodes in all simulations had pheromone traces,
the alarms would directly follow it, and there would
not be cases in which they have to follow random
direction to try to find a pheromone trail. In fact,
these occurrences are the responsible for the number
of extra hops in average.

Figure 8: Results for the Number of hops.

5 RELATED WORK

The AWARE [2] is a project that aims to integrate a
sensor network of resource constrained ground nodes
with mobile sensors, both on the ground and carried
by UAVs. The AWARE platform consists of two net-
works, a high bandwidth network (HBN) and a low
bandwidth network (LBN). The first one, HBN, is com-
posed of high-end nodes, such as personal computers,
UAVs, and mobile robots, while the LBN constitutes a
WSN composed of low-end nodes, with very limited re-
sources. The integration of these two networks is done
through gateways that are devices capable of communi-
cating with both networks.
The common idea in relation to our work is the integra-
tion of ground sensors and UAVs working in coopera-
tion in order to achieve mission goals. However, dif-
ferently from AWARE, in our approach the networks
integration does not rely on a certain number of gate-
ways, but any node may directly communicate with all
other nodes. The cooperation among the different nodes
is done by means of a data-centric mechanism based on
the concept of groups and channels, in which the first is
responsible for the definition of conditions of interest to
associate different nodes of the network.
At a certain extent, this concept can be compared with
the pheromone approach presented in our work, first

in the formation of the layers in the pheromone cor-
ridor, and second if one considers that the issuing of
an alarm by a ground sensor and the pheromone of a
UAV over this sensor node, link them in a similar way
as the groups link different nodes in AWARE. However,
at the extent of our knowledge, there is no study about
the overhead imposed the mechanism used by AWARE
that is directly comparable with the study currently pre-
sented.

In [13], a work reporting an effort to improve routing
to mobile sinks in WSN is presented. Considering the
UAVs as mobile sinks, the intention of deliver sensed
data to mobile sinks reported in this related work is
comparable with the alarm delivery to UAVs presented
in ours. The main difference between the two works is
the way the problem is approached.

Besides, in [13], the authors try to build and updated
a routing tree from the mobile sinks to the each sensor
node that composes the network. They try to achieve
this using a compromise between the optimal routes to
the mobile sinks and the number of messages needed to
update these routes. On the other hand, in our approach
the intention is not to provide a route linking all the
nodes in the network to the UAVs.

This may happen that depending on the number and
the movement pattern of the UAVs, in given instants
of the system ron the ground have pheromone traces of
all UAVs, and like that may reach any of them. How-
ever, it is not the goal. The goal is really to explore the
locality nature of the mechanism, in which the ground
sensor nodes get and keep pheromone information of
the UAVs that fly close to their location, and there is no
forwarding of routing updates to distant nodes.

Other approaches explore the concept of mobile sinks
to retrieve data from static sensor nodes by assuming
controlled mobility, so that mobile sinks decide about
their movement in order to facilitate the message deliv-
ery by static sensor nodes, and thus optimizing the en-
ergy usage in network as a whole [14][15]; or assume
that movement of the sinks is at least predictable [16].
Using both assumptions, these related works achieves
good results in terms energy efficiency. In spite of these
approaches handle a similar problem, the delivery of
information to mobile sinks, they have a crucial dif-
ference if compared with ours, which is that they as-
sume information about the mobile nodes, or even con-
trol them in order to achieve their goals, which is an
assumption that does not hold for the movement of the
UAVs as described in our work.
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6 CONCLUSIONS AND FUTURE WORK

This paper presented the continuation of a work that
aims at to provide an efficient coordination mechanism
to support interoperability among static sensor nodes on
the ground and mobile sensor nodes (carried by UAVs),
by the use of a biological inspired approach using arti-
ficial pheromones.

The focus of the paper was to present the possibilities
to make the approach more efficient and then propose
an enhanced mechanism based on the original one pre-
viously proposed. Simulations comparing the original
and the enhanced mechanism provided evidences of the
gains in efficiency achieved by the enhanced mecha-
nism. Moreover, the comparison did also consider as
reference mechanism based on flooding.

Directions of future works point to evaluation of the
new enhanced mechanism in a complete scenario and
further studies to integrate its features with those pre-
sented in [5] and [9], referring to the utility in employ-
ing a given UAV to handle a given target, considering
UAVs with different capabilities.
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