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Abstract. This paper presents an evaluation of different routing algorithms employed in a logical layer
peer-to-peer (P2P). The adopted model uses a Metascheduler that provides quality of services (QoS) in
Cloud Computing. The experiments show the response times and the variation between the results of
different tests. The various routing algorithms has given the influence of the number of users and type
of requested services and how these factors interact between themselves. Based on specific objectives,
the results allow determining the impact of the utilization of P2P approaches (Pastry and Chord) by a
metascheduler on the search and discovery of services regarding the way the QoS is performed.
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1 Introduction

Cloud Computing is a computational system that allows
the delivery of services over the Internet [3]. In gen-
eral, it provides the change of physical resources into a
cloud. In other words, it is the migration of local servers
to a cloud to provide services over the Internet facilitat-
ing their access from any device with a web connection
[3] [28].

Although cloud computing seems to be a model for
distributed computing similar to the client/server sys-
tems, different fundamentals must be considered. The
biggest difference is that there are multiple servers or
data centers spread around the world. The user does not
know the exact location of their data and where they are
processed. The only certainty is that the user’s data are
in a "cloud" and can be accessed over the Internet.

Cloud computing can be implemented using differ-
ent approaches, such as public, private or hybrid clouds
and the services can be categorized as infrastructure as a
service (IaaS), platform as a service (PaaS), software as

a service (SaaS), and so on [8]. Regardless of the im-
plementation of the cloud, a feature that accompanies
its concept is that services are always available in the
clouds and can be accessed by any Internet-connected
device [5].

In order to process or store data on the Internet, it is
necessary to consider different approaches of how data
are processed and stored and how the communication
between clients and servers is performed. An important
aspect to be addressed is how to provide quality of ser-
vice (QoS) in Cloud Computing. Ensuring QoS is not
a trivial task as it depends on different parts of the sys-
tem, as the scheduling and routing of services. Thus, a
part that exerts a significant influence to achieve quality
of service is the approaches to facilitate the access to
servers.

A way to provide the QoS requirements is to use
a metascheduler to manage either resources or ser-
vices [17]. The metascheduler has a function level to
perform the service discovery. In this level, the P2P
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layer can be adopted, as proposed by Peixoto et. al.
[17].

This metascheduler was used in this research to be
the base of the P2P scheduling and to improve the rela-
tion between the P2P system and the cloud. The con-
cern about communication is based on the location of
the computational resources that are in a cloud. The in-
novation presented here is in the use of a metascheduler
to provide an interaction between two different tech-
nologies. This paper deals with the evaluation of the
approaches used to minimize the response times in the
cloud activities and the integration over the P2P systems
and the cloud to provide good synergy.

The paper is organized as follows: Section 2
presents related studies and the starting point of this
project; Section 3 presents the system considered in
the simulation as well as the network topologies used;
Section 4 shows the results and the behavior of the ex-
periments; In the Section 5 are found the contributions
about this paper. Section 6 draws the conclusions of the
authors.

2 Related Work

Cloud computing has drawn plenty of attention from
both academic and business areas. It is a model for
distributed computing that allows sharing resources and
minimizing the cost of management.

Rimal et al. [20] present a taxonomy for cloud com-
puting and its utilities, challenges and prospects. The
presented challenges related with cloud are safety, load
control and interoperability. The authors emphasize
that the cloud computing environment provides a solu-
tion that is more cost-effective and scalable and allows
fault-tolerance. These points are also raised by Arm-
brust et al. [3], who define cloud computing as a util-
ity that aims to reduce infrastructure costs and provide
more agile ways of application development.

Zhang et al. [28] also define the cloud computing
term. The main concept presented is that there exists
the possibility of using scheduling approaches of other
computational systems [5]. A way to perform schedul-
ing mechanisms is to use metaschedulers approach [5]
[25] [26].

Metaschedulers are used to distribute services to
servers based on the clients’ requirements [5]. They
can have scheduler layers that do not know the physical
resource of an environment. In other words, there may
exist scheduler layers that forward the requests, based
on the clients’ requirements to the scheduler, which will
denote the execution of the services [1] [10] [13] [26]
[9].

As presented by Chard [9], the resource discovery
based on metaschedulers can use centralized and de-
centralized forms. The centralized way is normally dis-
couraged once the principal problem observed is the
central fail point [1] [10] [13] [2].

The decentralized models are presented as a better
option for use in metascheduler approaches [9] [29].

An interesting characteristic of decentralized meth-
ods is that the use of P2P is found in the literature, but
in synergy with grid computing.

Spence and Harris [22] introduced a modification of
P2P Pastry system to be used in a specific scenario. The
system is used for all components of the grid. Tam et
al. [24] also features a study based on the use of P2P
and grid. The systems in both cases are based on Pastry
system and grid computing. Cai et al. [24] propose a
Chord system to manage all the components of a grid.
Meng et al. [27] shows a Chord system to manage the
grid components.

Ranjan et al. [19] and Lai et al. [12] present stud-
ies related to P2P systems and cloud computing. They
focus on the management of all components of a cloud
improving the service discovery and the load balance
[19]. The service discovery is based on all virtual ma-
chines of a cloud [12].

3 System Design

As defined by NIST (National Institute of Standards and
Technology) [15] and Zhang et al. [28], a hybrid cloud
is composed of both private and public clouds. It is uti-
lized to balance the overload of the private cloud send-
ing part of the services to a public cloud. This occurs
when the capacity of the private cloud has been reached
and there are still requests to be met.

In this study a hybrid scenario is used for the exper-
iments. The workload (synthetic based on exponential)
is sent to a public cloud by a private cloud simulating
the overhead of the private cloud. To perform the ex-
periments the cloud is used only as infrastructure and
no interactivity is considered.

In this work, the metascheduler handles two types
of services: light and heavy. The services consist of
lightweight requests with low need processing (such as
retrieving web pages or transactions online business).
Otherside, has the heavy service based on intensive pro-
cessing, representing the use of cloud computing by sci-
entific applications, for example, an image rendering.

The metascheduler proceeds a search to find the
public cloud with the lowest latency to a private cloud.
This scheduling is part of the metascheduling because
in the first scheduling the metascheduler does not know
the available local resources. In the second scheduling
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the local resources are managed by the metascheduler
to better allocate the resources based on the client’s re-
quest. The QoS considered here is related to the lowest
response time because the policies in the P2P layer only
consider different latencies.

The selection of the provider to be used is the role
of the metascheduler, which can use different policies,
such as Pastry and Chord.

Pastry is an algorithm that uses a binary search for
the decision-making process. It observes the condi-
tions of the network and sends the user’s request to the
data center with the lowest latency in communication.
The use of binary search follows the recommendations
found in [21], which show how a node is identified on
the network. Thus, the search is performed as a binary
search in a region based on the latency considered. The
data center elected is the one with the lowest latency to
the client. Figure 1 presents the Pastry search engine
used in the simulation scenarios.

12 23 44 58 62 79 85 99 101 116 129 135 141 152

Client

List of available Data Centers

1 23 4

Figure 1: Pastry search engine

Otherside, Chord has a logical composition that
forms rings [23]. Its search engine is shown in Figure
2. The search is performed in a specific region and the
client looks for the available data center based on the
proximity of its region.

12 23 44 58 62 79 85 99 101 116 129 135 141 152

Client

List of Available Data Centers

1 2 3

Figure 2: Chord search engine

CloudSim simulator [7] is used for the simulation
and implementation of policies, as it allows implement-
ing routing policies. The network standard adopted by
CloudSim is Brite [14], which permits the creation of

various types of topologies, depending on the applica-
tion domain addressed. Figures 3 and 4 show the topol-
ogy of the 30 and 60 users utilized in this study. These
numbers of common user represent the low and high
overload scenarios.
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Figure 3: Topology for 30 Users
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Figure 4: Topology for 60 Users

Users, in this case, are the blank circle, where the
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metascheduler is present. There are also red nodes in
the topology, which are routers that connect two or
more regions. The data centers are in red. The nodes
and their connections are generated by Brite using the
Waxman algorithm, which has been widely employed
in network simulations, as its node distribution is simi-
lar to those found on physical networks [16].

The cloud environment was simulated considering
the network topology obtained from Brite [14]. This
information about the network is used by Pastry and
Chord systems to determine the data center with the
lowest latency in relation to the user that requested ser-
vices.

An exponential distribution is used, in each topol-
ogy, to simulate the network behavior. The times con-
sidered in the experiments are the response times based
on the communication latency between the data center
and the client. These topologies (Figure 3 and Figure
4) were utilized to observe the behavior of the routing
system in a overloaded scenario. These scenarios can
be changed because the experiments are not dependent
on a specific topology and the values of latency are ob-
tained by the distance between the nodes. The edge val-
ues are based on the seed of the simulation that changes
the value of the distance between the nodes.

4 Results

The experiments in this article followed rigidly the con-
cepts involved in the process of performance evaluation
discussed in [11]. It has been conducted by means tech-
niques of performance evaluation, so that results could
show the real behavior of the environment and bring
greater confidence to the decision-making process.

The performance evaluation is required when it is
necessary to compare a number of alternatives for the
development or improvement of a system and choose
the one that best fits the project. The experimental de-
sign used here is the full factorial, in which all combina-
tions at all levels of all factors are utilized. Jain [11] and
Buragohain [4] present further details about experimen-
tal design focusing, respectively, on theory and practice.

For the correct elaboration of the experiments, some
points, as the definition of fixed and variable factors
have to be well-marked. The fixed factors (Table 1) are
those whose influence on the results is not considered
and remains the same from the beginning to the end of
the experiments.

The number of users, services and routing policies
are the factors whose influence is verified in a full fac-
torial experiment. As discussed in the previous section,
three routing policies are considered.

Table 1: Fixed Factors

Machine Values
Processor Intel Core 2 Quad
Memory 4 GB RAM

Operational System Ubuntu x64 10. 04
Java 1.6. 0_26

Simulator Cloudsim 2. 1
Number of Data Centers 15

Host_RAM 16GB
Host_Proc 12000 MIPS
Host_Conn 1Gb

All the results presented in this paper are the average
obtained from ten runs of each experiment and a 95%
confidence interval. The response variable considered
is the response time (RT).

This response time is related to the request, execu-
tion and delivery of services. The experiment was de-
fined in Table 2 following the methodology presented
by Jain [11].

Table 2: Experiments using Chord and Pastry levels for the Routing
Policy

Exp Routing Policy Number of Users Type of Services

1 Chord 30 Light

2 Chord 30 Heavy

3 Chord 60 Light

4 Chord 60 Heavy

5 Pastry 30 Light

6 Pastry 30 Heavy

7 Pastry 60 Light

8 Pastry 60 Heavy

The experimental planning considers the following
factors:

• Hybrid Cloud - to simulate the private cloud over-
load sent to the public cloud. In this context thirty
and sixty clients that corresponded to the private
clouds were defined. The public clouds compre-
hend fifteen data centers, as shown in Table 1.

• Type of Services - to define the services the study
presented by [6] was utilized. The light services
are defined as services web and the heavy services
are defined as scientific applications. Here the
light services use a probabilistic distribution and
vary from 2000 to 2500 MIPS. On the other hand,
the heavy services range from 20000 to 25000
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MIPS. This huge space was used to simulate an
overhead of the system.

• Routing Policies - to understand the differences
between the policies considered. Here the policies
are based on the P2P systems.

The response times obtained are presented in Figure
5, which shows the behavior of the two P2P systems.

Routing

Service

Client

PastryChord

HeavyLightHeavyLight

6030603060306030

13,0

12,5

12,0

11,5

11,0

T
R

Individual Value Plot of TR (seg.)

Figure 5: Dispersion of the response times

This graph shows that the dispersion found in the
Chord system is less spread than that of the Pastry sys-
tem. The behavior presented by the Chord system sug-
gests that its standard deviation is low if compared with
the Pastry system. Figure 6 shows these differences in
another way.
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Chord Heavy
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Pastry Heavy

Routing Service

Histogram of TR (seg.)
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Figure 6: Response times

The Y axis of Figure 6 shows the density related to
the standard deviation. The density is more pronounced
at a point where the results have low deviation. The
X axis shows the response times obtained. The center
of the curve is related to the mean response times ob-
tained. The right side of the graph shows the definition
of the configuration related with the specific color. The
exact values for the mean and the deviations are also
presented.

These values are used to obtain the statistical dif-
ferences between the systems. These difference are
showed based on the error obtained, which is based on
Equation 1.

DesvPad ∗ Const√
N

(1)

The values for the equation variables are those pre-
sented in Figure 6, where Desvpad is related to the
standard deviation, Const is the value of the t-student
table [11] and N is the number of replications, in this
case, the number of executions for each experiment.
Figure 7 shows the differences in the response times for
light services.
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Figure 7: Interval plot for light services

The lower range of the Pastry system is higher than
the upper range of the Chord system for both thirty and
sixty clients. This behavior shows that the Chord sys-
tem had better response times based on the statistical
values of the experiments.

Figure 8 shows the difference in the response times
for the heavy services.
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Figure 8: Interval plot for heavy services
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Contrarily to the light services, the lower range of
Chord is higher than the upper range of Pastry. In this
case the Pastry system provided the best response times.

To investigate the differences in the response times,
Figure 9 shows the influence of factors on the response
times based on the observation of the range of the ex-
periments.
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Figure 9: Influence of Factors

The graph of Figure 9 uses a normal distribution to
plot the values.

Based on this distribution, a base line is obtained by
the sample error and the number of the experiments is
presented. It shows where the points are expected to lie
if all effects are zero or if they are not significant. The
X axis presents the real effect of the factors where the
levels are changed.
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Figure 10: Main differences of mean response times

As shown in Figure 9, the most influential factor is
the service (factor C) followed by the number of clients
(B) and the combination of P2P systems and type of ser-
vice utilized (AC). Figure 10 shows the main difference
in the mean times based on the specific factor. In other
words, each square refers to the mean time for the spe-
cific factor based on the sum of the rest of the factors.

The type of service has the biggest change of values
considering all the factor changes, causing the major
influence of factor C on the response times (Figure 9).

Figure 11 shows the interactions of factors consid-
ering the possible combinations. The first square is re-
lated to the number of clients and routing, the second
is related to the type of services and the routing and the

square below is related to the number of clients and type
of services.
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Figure 11: Interaction among the factors.

When the factor changes its levels, i.e, when the
number of clients changes, the behavior is almost the
same presented by the type of services. In both cases
the lines are in parallel, causing no influence between
the factors.

In the interaction of routing and services the light
services of Chord system have better response times
than those of Pastry system. When the service type is
heavy, the behavior changes and Pastry becomes bet-
ter than Chord. In other words, the growth in the re-
sponse times is bigger in the Chord system, influencing
the combination of factors, as presented in Figure 15.

Based on the results it is possible to notice that the
major influence in the response times is caused by the
type of service.

A second set of experiments (Table 3) was con-
ducted to verify the differences between the P2P sys-
tems and the brute force approach.

Table 3: Experiments using Chord and BNC levels for the Routing
Policy

Exp Routing Policy Number of Users Type of Services

1 Chord 30 Light

2 Chord 30 Heavy

3 Chord 60 Light

4 Chord 60 Heavy

5 BNC 30 Light

6 BNC 30 Heavy

7 BNC 60 Light

8 BNC 60 Heavy

Here, the difference is in the comparison of the BNC
(based on the network capacity) policy and the Chord
system. These experiments are helpful to show the

INFOCOMP, v. 12, no. 2, p. 1-11, December 2013.



Filho et al. P2P Routing in the Metascheduler Architecture to provide QoS in Cloud Computing 7

losses in the response times when the number of inter-
action in the search is limited.

Figure 12 shows the plot of individual values. The
same behavior is observed in both the Chord system and
BNC and no big dispersion is found in the spread of the
results.
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Figure 12: Dispersion of policies response times

The differences in the response times are presented
in Figures 13 and 14.
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Figure 13: Light services

The upper range of the BNC is lower than the lower
range of the Chord system for both thirty and sixty
clients. This behavior shows that the BNC system had
better response times based on the statistical values of
the experiments.

The mean values are close, but statistically differ-
ent. This difference is approximately 0.31sec. for thirty
clients and 1.0sec. for sixty clients with light services.

For heavy services, the difference is 0.28sec. for
thirty clients and 0.92sec. for sixty clients. This be-
havior shows that the increase in the response time was
proportional for both Chord and BNC.

Figure 15 shows the effects on the response times
based on quartiles. Each quartile shows the negative
and positive values.
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Figure 14: Heavy services
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Figure 15: Influence of Factors

The graph of Figure 15 uses a normal distribution to
plot the values.

Based on this distribution, a base line is obtained by
the sample error and the number of the experiments is
presented. It shows where the points are expected to lie
if all effects are zero or if they are not significant.

In relation to response times, the policy (Factor A)
and the interaction between policy and clients (Factor
AB) influenced them negatively. On the other hand, the
service (Factor C) and clients (Factor B) had an increase
in the response times.

The best response times were achieved by the cor-
rect application of policy routing.

Figure 16 shows the main effects of the factors over
the response times.
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Figure 16: Main differences of the factors

In the first case, i.e policy routing, the best response
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times were obtained by the brute force approach. In
the second square (Clients) the response times had an
increase because the system became more utilized with
more clients.

The type of services presented an increase in the re-
sponse times due to the maximization of the system use.
However, for the simulation scenario the big changes in
the response times were made by both routing policies
and clients.

Figure 17 shows the interaction of factors.

6030 HeavyLight
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13

12

11

Routing

Clients

Service

Chord

BNC

Routing

30

60

Clients

Interaction Plot for TR (seg.)
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Figure 17: Interaction among the factors.

Clients and services (Factors BC) and services and
policy (Factors AC) exert no influence on the response
times because the behavior is the same in the level
change. The red and black lines are in parallel, rep-
resenting the same behavior for the level change.

The only interaction presented here is in the clients
change (30 to 60) and the routing change (Chord to
BNC). The increase in the response times was larger
in the Chord System.

5 Discussion of results

The problem to develop these approaches is the neces-
sity of changing the infrastructure to receive the P2P
system. In other words, the union of P2P systems and
cloud, in the related studies, is a good choice for private
clouds.

Based on previous studies, the metascheduler uti-
lized to evaluate the service discovery in cloud com-
puting is the one presented by Peixoto et al. [18] [17].
This metascheduler was selected because it presents a
communication model that can work with independent
routing policies. This characteristic allows using dif-
ferent policies, including the Pastry policy presented by
Ranjan et al. [19] and the Chord policy presented by
Lai et al. [12] without changing the infrastructure.

As stated by Peixoto et al. [17], the metascheduler
works in different layers. According to Figure 18, the
high layer is a P2P, which performs the search by the

correct infrastructure based on the lowest latency to the
client.

A modification in their model is the characteriza-
tion of all metaschedulers in the same level. In other
words, the SSG (Super Scheduler Gateway), presented
in Figure 18, was removed to provide a decentralized
scenario.

Figure 18: MACC Peering Arrangement [17]

The metascheduler undergoes two steps to process
the request: the discovery of the best data center and
the local scheduling presented in [17]. In our proposal
the second step is not considered, as local scheduling
is not the focus. This metascheduler is helpful to simu-
late tests over hybrid scenarios, which comprise a range
of private clouds that send their overloads to a public
cloud. The same policies used by Ranjan et al. [19]
and Lai et al. [12] were utilized to link the public and
private clouds.

6 Conclusions

This paper has presented an evaluation of how different
routing policies following peer-to-peer (P2P) approach
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influence the performance achieved in cloud computing
platforms.

A metascheduler model is considered in order to
allow the integration between P2P systems and cloud
computing. The communication on the cloud com-
puting platform involves several issues, such as the
scheduling of the services considering the multiple con-
straints imposed. Most existing P2P algorithms are not
designed to address this problem.

The paper has proposed a statistical analysis com-
parison among the main P2P algorithms in complex
scenarios, which are used in the network overlay to dis-
tribute the services over the Internet. It is possible to
select the P2P algorithm that can obtain better perfor-
mance in specific cases.

The results have provided valuable insights into the
performance of alternative P2P communication strate-
gies for a cloud computing infrastructure. The main
objective was to determine how to guarantee QoS (us-
ing the response time as an attribute) considering P2P
systems.

As the systems have the same purpose, but a differ-
ent way to perform the search, a performance evalua-
tion was proposed to identify their differences. In this
evaluation the biggest difference is related to the type
of services.

The analysis showed that, for light services, the
Chord system has better response times, i.e around 6%
better than the Pastry system; for heavy services, the
Pastry system present better response times (2% better
than the Chord system).

A second set of experiments was conducted to de-
termine the difference in the response times between a
P2P system and a brute force system.

A clear difference was observed between brute force
and the P2P system. However, this difference was
around 0.7sec., which is a small difference, if the num-
ber of interactions involved is taken into account.

The results showed that it is possible to guarantee
good response times using P2P approaches.
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