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Abstract. We present a quantitative model of Standard Yorùbá (SY) intonation; it is designed to have
parameters that are linguistically interpretable. The model is built and trained on speech data from a
native speaker of SY. The resulting model reproduces the data well: its Root Mean Square prediction
error (RMSE) is 14.00 Hz on a test set. We find that intonation is used to mark sentence and phrase
boundaries: beginning syllables are systematically stronger, while ending syllables are systematically
weaker than the medial syllables. The M tone is the strongest and the H tone is the weakest, though
the differences are modest. We see comparable amounts of carry-over and anticipatory co-articulation.
The resulting model for SY shows similar characteristics when compared to Mandarin and Cantonese
intonation models.
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1 Introduction

In the past two decades, research efforts have been di-
rected towards the development of ubiquitous Human-
Computer Interface (HCI). Speech synthesis and speech
recognition are two of the most important technologies
deployed in this regard. The speech recognition tech-
nology allows a human speaker to give verbal com-
mands to a computer system. Speech synthesis tech-
nology, on the other hand, allows a computer system to
generate spoken responses to human requests or com-
mands.

The combination of these two technologies into the
computer user interface provides a number of advan-
tages. First, they have the potential to improve the rate,
ease, and accuracy of data entry and retrieval. Second,
their application will reduce the physical restrictions on
the use of the hands and eyes while operating a com-
puter terminal. Third, and most important, their appli-
cation will reduce, considerably, the amount of formal
training required for operating computer systems. The
third advantage is of importance to African countries in

that a large percentage of the population do not have
access to formal education.

This paper focuses on text-to-speech (TTS) synthe-
sis technology. We describe a quantitative approach
to modelling intonation in the context of a TTS sys-
tem for the Standard Yorùbá language. The problem
of intonation modelling in TTS systems is very impor-
tant because a poor intonation will result in poor speech
prosody. A poor speech prosody makes synthesised
speech to sound mechanical and difficult to listen to.
The task of producing an accurate intonation model for
a language requires multidisciplinary approach which
involves experts in diverse areas of study such as lin-
guistics, phonetics, computer engineering and artificial
intelligence.

Generally speaking, there are two classes of lan-
guages: tone and non-tone languages. In non-tone lan-
guages such as the English langauge, the stress pat-
tern on a lexical item, i.e. word, determines its syn-
tactic class and hence its meaning. For example, the
English words record (noun) and record (verb) differ



in meaning because of the stress pattern on their con-
stituent syllables. In the noun record the first syllable
is stressed whereas in the verb record the second syl-
lable is stressed. Other examples of this type of word
in English include comment, read, commission. Many
European languages are non-tone languages.

In tone languages such as SY, the meaning of a lex-
ical item depends on the tones (not stress) associated
with each syllable that constitutes the lexical item. For
example, the SY mono-syllable words kí (to greet), ki
(to be thick), and kì (to praise) differs in meaning be-
cause of the tones associated with them. The first word
kí carries a high tone, the second word ki carries a mid
tone and the third word kì carries a low tone. Many
African, (e.g. Yorùbá, Igbo) and Asian (e.g. Mandarin,
Cantonese) languages are tone languages.

It is important to note that the acoustic correlate of
tone (as found in tone languages) and stress (as found
in non-tone languages) are the fundamental frequency
(f0), duration or timing, and intensity or loudness. How-
ever, the fundamental frequency is putatively the acous-
tic correlate of intonation in both types of languages.

Accurate intonation modelling is particularly impor-
tant in the synthesis of speech for tone languages. This
is because the variation in pitch determines not only
the intelligibility and naturalness of the speech but also
the semantic implication of the utterance. The goal of
this research is to build an intonation model for the SY
language using the Soft Template Mark-up Language
(Stem-ML) [5]. Stem-ML is particularly useful for this
task because it can produce accurate models that are
simple (in the sense of having very few adjustable pa-
rameters) and can be trained with relatively little data.
In addition, the Stem-ML model is valuable in both
speech synthesis application and linguistic interpreta-
tion of the resulting model. The Stem-ML model has
been successfully applied to the modelling of tones and
intonation in Mandarin [6, 7] and Cantonese [10].

1.1 A brief description of the Standard Yorùbá lan-
guage

Standard Yorùbá (SY) is one of the three major lan-
guages spoken in Nigeria: Hausa and Igbo being the
remaining two. SY is the native language of more than
30 million people in West Africa [1]. It is the native
language of people in Lagos, Ò. yó. , Ògùn, Oǹdó, Èkìtì,
Ò. sun and part of Kwara and Kogi states of Nigeria.
There are several dialets of the language but Standard
Yorùbá (SY) is understood by all speakers. SY is used
in language education, the mass media and everyday
communication.

The SY alphabet has 25 letters which is made up of

18 consonants (represented by the graphemes: b, d,
f, g, gb, h, j, k, l, m, n, p, r, s, s.,
t, w, y) and seven vowels represented by the graphemes:
(a, e, e., i, o, o., u) [29]. Note that the con-
sonant gb is a diagraph, i.e. a consonant written in two
letters. There are five nasalised vowels in the language
(/an/, /en/, /in/, /o.n/, /un/) and two pure
syllabic nasals (/m/, /n/). The consonant and vowel
systems as well as a more detailed description of SY are
presented in [35].

The SY syllable can be analysed using the ONSET-
RHYME theory [31]. The ONSET occupies the first
position in the syllable structure. If it is present, it is
any of the SY consonants. The RHYME occupies the
rest of the syllable and it is either a vowel, a nasalised
vowel or a syllabic nasal. With this analysis, we can
specify five syllable configurations for SY: CV, CVn, V,
Vn, and N (where the N symbol represents the syllabic
nasal configuration). Table 1 shows the distribution of
the phonological structures of SY syllables. There are
fewer syllable classes in SY when compare with Man-
darin and Cantonese [4]. There are no closed syllables
or consonant clusters in SY.

SY has three phonologically contrastive tones [8]:
High (H), Mid (M) and Low (L). Figure 1 shows sam-
ple f0 curves for the three tones on the syllable e. . Pho-
netically, the tone system is normally described with
two additional allotones or tone variants: rising (R) and
falling (F) [2]. A rising tone occurs when an L tone is
followed by an H tone, while a falling tone occurs when
an H tone is followed by an L tone. This situation nor-
mally occurs during assimilation, elision or deletion of
phonological objects as a result of co-articulation dur-
ing fluent speech. The Stem-ML model we propose
here does not utilise the allotones: instead, tone shapes
are generated by the processes of tonal co-articulation
that is assumed to act everywhere in the continuous
speech.

Table 1: Phonological structure of SY syllables.
The number of types of each unit is indicated in parentheses.

Tone syllables (690)
Base syllables (230) Tones(3)

Onset(18) Rhyme(14)
Nucleus Coda

Consonant Vocalic Non-
vocalic

C V(7) N(2) n(1) H, M, L
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Figure 1: f0 curves for H, M & L tone on syllable e. , spoken in iso-
lation.

2 Approaches to Intonation Modelling

The time course of the fundamental frequency, i.e. f0

curve, during the production of a syllable is central to
the perception of tones. In spoken SY, tone is mani-
fested in the f0 curve over the voiced portion of a syl-
lable. The RHYME is regarded as the voiced portion
of the syllable while the ONSET is regarded as the un-
voiced portion. The f0 curves on syllables distinguish
otherwise identical lexical items. The f0 curves on each
syllable that constitutes a multi-syllable utterance com-
bine to define the f0 contour over the utterance. In such
utterances, co-articulation causes the f0 curve of adja-
cent tones to influence each other resulting in the tone
Sandhi[32] phenomenon. Other speech phenomena [3],
e.g downstep, f0 reset, etc., culminate on the f0 curves
of each syllable in the process of generating the f0 con-
tour of the utterance. The focus in intonation modelling
is to capture these speech phenomena in a model with
the aim of generating a corresponding f0 contour from
input data, e.g. from input text.

The approach to intonation modelling in the context
of speech synthesis, can be grouped into two classes: (i)
rule-based and (ii) machine-learning [9]. In rule-based
intonation modelling [23, 24, 25, 27, 26, 28], a set of
rules is designed to transform underlying tones into f0

curves. The approach often employs rules that convert
discrete phonological symbols into phonetic symbols.
A final interpolation step is then applied to produce the
f0 contour of the target utterance. If the resulting set of
rules is simple, this approach has the advantage that the
resulting intonation model can be understood and can
be easily adapted to different speakers and situations.
However, generating an accurate set of rules is a very
difficult task which involves the creation and analysis

of a large body of language resource and their interpre-
tation using a multi-disciplinary perspective.

In a machine learning approach, techniques such as
Artificial Neural Networks[14, 16, 15, 17], Hidden Markov
Models [18, 19, 20, 21] or Decision Trees [22] are used
to predict the intonation contour of an utterance. Usu-
ally, the predicted f0 contour is based on information
that is extracted from the input data, e.g. annotated texts
and labeled speech files. A strength of this approach is
its simplicity of design and implementation. However,
while this technique can be successful if sufficient data
is available, the resulting models are typically opaque,
and often cannot usefully be applied outside the specific
conditions under which they were trained.

The Stem-ML [5][7], model attempts to integrate
the ideas of data-driven and rule-rule driven approaches
in intonation modelling. The underlying aim is to com-
bine the strengths of the rule-driven and data-driven ap-
proach into one model.

2.1 Overview of the Stem-ML Model

Stem-ML allows the introduction of linguistically mo-
tivated rules where appropriate, but it contains a set
of learnable parameters that control the phonetic real-
isation of f0 contour. These parameters are automati-
cally learnt by fitting the Stem-ML model to a corpus
of data. This is achieved by setting soft intonational tar-
gets which need not be precisely realised. It chooses the
f0 curve that minimizes the sum of violations of two
types of constraints. First, a global constraint that f0

(as a proxy for the vocal fold tension) should be smooth
and continuous everywhere. Second, a local constraint
on each syllable that f0 curve should follow the sylla-
ble’s template.

Stem-ML brings several ideas into intonation mod-
elling. First, in its design, it is assumed that people plan
their utterances several syllables in advance. In addition
it is assumed that people produce speech that is opti-
mized to meet specific communication needs. Based on
these assumptions, a physically reasonable model for
the dynamics of the muscles that control pitch is de-
rived. A linguistically reasonable concept of a strength
that is associated with each lexical item is introduced.

Each syllable has a strength parameter, which con-
trols the relative importance of each constraint. We in-
terpret this parameter as the prosodic strength of the syl-
lable. In our model, the Stem-ML templates represent
lexical tones. The actual realisation of the f0 curve on
a syllable depends on the template, the neighbouring
tones and their prosodic strengths.

Despite the introduction of linguistically motivated
concept, the Stem-ML model is not based on any lin-



guistically motivated theory [5]. This is because it al-
lows a description of any physiologically realizable prosody
in terms of linguistic concepts, without imposing a re-
strictive theory on the data. For example, Stem-ML al-
lows, but does not require, descriptions involving phrase
curves. The tags can contain adjustable parameters that
can be used to explain phonological phenomena ob-
served in the target language. It can also be valuable
linguistically, as many of the model parameters can be
directly used to answer linguistic questions.

3 Design of the Stem-ML model for SY

For intonation modelling using the Stem-ML, a funda-
mental assumption is that the surface forms of the f0

curves of underlying tones vary extensively and that
these variations are related to articulatory constraints
[6]. In our Stem-ML model, an intonation contour is
calculated from a set of tags. Some of the tags set global
parameters (such as f0 range) which are properties of
the speaker. Other tags represent intonational events
(such as f0 reset). In order to adapt the Stem-ML model
to the modelling of SY intonation a number of assump-
tions specific to SY is required. The assumptions in our
model, beyond those that are generic to Stem-ML (see
[5]), are that:

• Each syllable carries a soft intonation target with
one of the three shapes, chosen by the lexical tone
(i.e. High, Mid, Low). Each target is a line seg-
ment.

• The prosodic strength of a syllable both affects the
precision with which a tone is realised and scales
the f0 range of that tone’s template. One can ex-
pect that a linguistically stronger syllable will have
both a larger f0 range and also be articulated more
carefully. We include an adjustable parameter in
the model (atype) to account for such a correlation.

• Minimal syntactic information is required to model
the intonation of SY. Our model includes five syn-
tactic classes related to the position of syllables.
These are: phrase initial, phrase final, sentence ini-
tial, sentence final, and medial (i.e. all linguistic
elements that are not initial or final).

• Syllables in one- and two-syllable words have the
same phonetic realisations, and we assume that there
are no intrinsic differences between the first and
second syllables in a two-syllable word.

• Segmental effects that depend on the phoneme se-
quence are relatively small.

• Intonation contour can be generated without the
explicit use of phonological rules.

3.1 Data

We collected a text corpus of 100 sentences from SY
newspaper and language education textbook domains
[33]. Thirty of the sentences were selected after an anal-
ysis of the corpus. Two criteria were used for the selec-
tion of each sentence: (i) the sentence must be a state-
ment sentence, (ii) the sentence must contain words in
common, everyday use of SY, (iii) the sentence must
not contain words written in foreign autography. In the
selected sentences, the minimum number of syllables
per sentence is 4 with a mean of 6.7 and maximum of
15 syllables. There are 198 syllables in all. The H and
L tone syllables accounting for 40% each while the M
tone syllables accounts for the remaining 20%. Nine-
teen out of the sentences collected are one-phrase sen-
tences while the rest eleven are two-phrase sentences.

An adult male native speaker of SY read the sen-
tences at an average rate of 5.6 syllables per second.
Phrase boundaries, separated by commas in the text, are
marked by a pauses during the recoding of the speech.
We recorded three1 productions each of the 30 selected
sentences. The first production was to ascertain that the
sentence could be read smoothly, with either no pause
or a pause in the correct location, as appropriate. These
decisions were made without access to f0 information.
The second production was used if acceptable, other-
wise the third. If the third production is unacceptable,
the sentence is dropped.

Five of the sentences were rejected based on the
above criteria. Hence we used 25 of the 30 sentences for
our model development and analysis. The sentences are
recorded and annotated using the Praat [34] speech pro-
cessing software. The annotated files for a one-phrase
sentence (“Bàbá àgbè. ti ta kòkó.”) and a two-phrase
sentence (“Ópé. kí ó tó dé, kò tètè lo. ”.) are shown in
Figure 2 and 3 respectively.

In Figure 2, there are five panels. The topmost panel
depicts the f0 contour of the sentence. The panel below
the topmost panel depicts the waveform of the speech
sound. The next two panels depicts the syllable and
word annotations respectively while the last panel de-
picts the sentence annotation. In Figure 3 the additional
panel between the word and sentence panel is the phrase
panel which depicts the annotations for the phrases in a
sentence.

For certain types of syllables, we found that bound-
aries between syllables were hard to determine. This

1Some sentences were produced more times while the recording
level was being adjusted.



* Ba(L) B(H) A(L) gbe(L) ti(M) ta(M) ko(L) ko(H) *

* Bàbá àgbè  ti ta  kòkó *

* Bàbá àgbè ti ta kòkó *

Time (s)
0 1.23506

Time (s)
0 1.23506

P
itc

h 
(H

z)

50

180

0 0.247012 0.494025 0.741037 0.98805 1.23506

Figure 2: Annotate file for the one-phrase SY sentence “Bàbá àgbè.
ti ta kòkó.”

* O(H) pe(H) Ki(H) o(H) to(H)  de(H) Ko(L) te(L) te(L) lo(M) *

* Ó pé Kí ó tó  dé Kó tété lo *

* Ópé Kí ó tó dé , Kó tété lo *

* Ópé Kí ó tó dé, Kó tété lo *

Time (s)
0 1.6175

Time (s)
0 1.6175

P
itc

h 
(H

z)

0

500

Figure 3: Annotate file for the SY sentence “Ópé. kí ó tó dé, kò tètè
lo. ”.

occurred between V, V pairs or between V, CV pairs
where C is a semi-vowel such as /y/ or /w/. In this situ-
ation we employed listening tests in addition to speech
spectrograph and waveform characteristics for syllable
boundary detection. Where the boundaries were in doubt,
we found the earliest reasonable position and the latest
reasonable position, then placed the boundary half-way
in between. For voiced plosives, e.g. /p/, /t/ and /k/, we
placed the syllable boundary in the centre of the closure.
We note that the voiced plosives show strong segmental
effects on the f0 curves of the syllable in which they
occur.

4 Tag description

The Stem-ML tags used in our model are briefly de-
scribed in this section. The data obtained for some of
the parameters represented by the tags are documented
in Table 2.

Table 2: Parameter used in our model
Ser. No. Parameter Values

1. smooth 0.062± 0.006
2. base 105± 0.5 Hz
3. atype 0.41± 0.05

4.0.1 smooth tag

The smooth tag specifies the parameter that controls the
rate at which the f0 curve of the speech produced by
the speaker changes when considering aweak tone. In
our model, the smooth value is 0.062 ± 0.006. This
value corresponds to a time of 106 ± 8 milliseconds.
This is roughly double the value obtained for a Man-
darin speaker [5].

4.0.2 base

The base tag specifies the parameter that represents the
speaker’s base frequency. To reduce the number of pa-
rameters in our model, we calculated the base outside of
Stem-ML. The base is estimated as the 25th percentile
of the f0 values in each speech file. The computed value
used in our model is 105± 0.5Hz.

4.0.3 atype

The atype tag specifies the parameter which describes
how much the f0 range of a template expands as the
strength changes. In our model, the parameter has value
in the range 0.41 ± 0.05 which indicates a fairly weak
(but significant at P < 0.01) effect. For example, a
40% change in strength (e.g. changing from a sentence-
initial to a medial syllable) will make the template of
the stronger syllable to have an f0 range just 14% larger
than a comparable medial syllable. The value we ob-
tained is about half of the 0.87± 0.7 value from [6].

4.0.4 ctrshift and wscale

These two tags specifies parameters that describe the
scope of the template relative to the syllable boundaries.
In our model, the length of the target is 85.0± 2.0% of
the length of a syllable, similar to the 88.0 ± 1.0% for
Mandarin. The target is nearly centered in the syllable,
1.0±1.0% of its width (i.e. about 2 ms) before the sylla-
ble centre. This implies a nearly equal balance between
anticipatory and carry-over co-articulation.

4.0.5 Intrinsic Strengths of Tones

The tone tags specifies the local f0 curve corresponding
to a syllable [5]. Each tone tag is defined by a number
of parameters. The most important in our modelling is



Table 3: Parameter values for Tones
Tone Relation to base atype
H tone 8% above base to 112%

above base
0.72± 0.06

M tone 28% above base to 6%
above base

0.59± 0.06

L tone 15% below base to
68% below base

0.148± 0.04

the strength. The strength tag controls the interaction
of tone with their neighbours [5]. The strength of each
syllable is given by:

Si = A[τ(i)] · C[P (i)], (1)

where τ(i) returns the tone of the ith syllable, A[τ ]
is the intrinsic strength of a syllable of tone τ , P (i)
returns the position in the sentence (e.g. sentence fi-
nal, medial,. . . ), and C[P ] is the strength factor for po-
sition P . For the intrinsic strength of tones, we ob-
tain A[H] = 1.8 ± 0.12, A[M ] = 2.5 ± 0.15, and
A[L] = 2.2± 0.08. From this values it can be deduced
that the H tone is the weakest and the M tone is the
strongest. This implies that there is a tendency for the
shape of a H tone to be influenced by its environment
than for the other tones. However, although the differ-
ences are significant (P < 0.01), they are not dramatic.

4.0.6 H tone

For the H tone f0 model, the template slopes up from
8% above base to 112% above base. The target shape
is both high and rising. The tone’s atype=0.72±0.06.
This implies that both the height and the shape of the f0

curve are important, but errors in the tone’s average f0

value are more important than errors in the tone’s shape.

4.0.7 M tone

For the M tone, the template slopes down from 28%
above base to 6% above base. This is a mid-level and
weakly falling tone. The atype= 0.59 ± 0.06 parame-
ter indicates that both the f0 curve height and slope are
important.

4.0.8 L tone

For the L tone, the template slopes down from 15% be-
low base to 68% below base. The atype for the L tone is
0.148±0.04, indicating that the shape of the f0 curve is
more important than the average value. It might be best
to describe this tone as falling with a tendency toward
low.

4.0.9 Phrase Boundaries

The strength factors for syllables in phrase-initial and
phrase-final positions (but not at the beginning or the
end of a sentence) are C[SI] = 1.09±0.03 and C[SF] =
0.73±0.06 respectively. Again, with P < 0.01, phrase-
initial syllables are stronger than medial syllables (though
just slightly), and phrase-final syllables are also weaker
than medial syllables.

4.0.10 Sentence Boundaries

The strength factors for syllables in sentence-initial and
sentence-final positions (Equation 1) are C[SI] = 1.42±
0.06 and C[SF] = 0.70 ± 0.03 respectively. Thus,
with P < 0.01, sentence-initial syllables are stronger
(i.e. they are articulated more precisely and have wider
f0 swings) than medial syllables, and sentence-final syl-
lables are weaker than medial syllables.

The results obtained for sentence- and phrase-boundaries
are similar to those reported by Kochanski and Shih [5]
for Mandarin and by Lee et al. [10] for Cantonese. We
speculate that differences in strength may be cues that
help the listener to find phrase and sentence boundaries.

The overall model uses 22 parameters: eleven to
specify the templates, seven to specify the strengths,
and four global, speaker-specific parameters. We kept
the model simple to allow it to be trained on a small
data set as this is a preliminary study.

5 Model implementation

There are three sets of input files into the Stem-ML pro-
gram. The first set of files are text files (*.f0) which con-
tain the f0 data for the speech sound corresponding to
the syllables in a sentence. This file was generated us-
ing the Extract Pitch Tier module of Praat. The second
set of files are the label files (*.lab) which contains each
syllable, associated tone symbol and the duration range.
This data was generated from the Praat .TextGrid files
for each of the speech file.

The third file, tag parameter generation output file,
(Output.out) contains the initial values for the parame-
ters described in Section 4 for each of the sentences in
our speech database. The content of this file is gener-
ated using a program coded in C.

In order to develop our Stem-ML model, we used
18 sentences (10 one-phrase and 8 two-phrase) for our
training set. The test set comprises 7 sentences (4 one-
phrase and 3 two-phrase). The model was fitted to the
corpus under the assumption that the f0 data had in-
dependent Gaussian errors, using a Bayesian Markov
Chain Monte Carlo algorithm that produced samples
from the posterior distribution of the parameters. Once
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Figure 4: Model fit and raw data for SY sentence “Óní láti lo. wobè. ”.

the algorithm had converged to a stationary distribution,
we collected the last 6000 samples. From that, we com-
puted the average values of all the parameters and their
uncertainties.

The Stem-ML implementation is quantised in 10ms
increments, which raises the possibility of spurious lo-
cal minima. To check for this, we started ten more
Monte Carlo runs with different fixed values of the cen-
tershift parameter. We chose 10 random samples of
parameters from the second thousand iterations from
each run and computed the Root Mean Square Error
(RMSE). The resulting set of samples traces out a min-
imum of RMSE against a centershift that is consistent
with the error reported in the following subsection.

6 Evaluation of model fit

The result of applying the Stem-ML model to SY prosody
modelling on the sample sentences: “Óní láti lo. wobè. ”
and “Ò. dò. mi lódé, Kó tó lo. .” are shown in Figures 4
and 5 respectively. These figures show fits of our model
to the f0 contours of typical one-phrase (Figure 4) and
two-phrase (Figure 5) sentences.

In these figures, the black dots mark measured f0,
the grey curve is the predicted f0, the grey lines show
the Stem-ML templates, and the vertical dashed lines
show the syllable centers. Our model fits the test set
with a RMSE (Root Mean Square Error) of 14 Hz; the
fit to the training set has a RMSE of 12 Hz. Much of
this error can probably be accounted for by segmental
effects [11, 12] due to changes in the vowel and the syl-
lable onset consonant.

Generally speaking, the worst-fitting syllable are those
with the largest and fastest f0 excursions. These are
conditions where Stem-ML’s approximations between
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Figure 5: Stem-ML prediction of f0 and raw data for the two phrases
of SY sentence “Ò. dò. mi lódé, Kó tó lo. .”. This data is in the test set;
the model prediction is based on parameters derived from the training
set, using syllable boundaries for this specific utterance.

templates and the realised pitch curve may be furthest
from the actual perceptual metric, but segmental effects
or un-modelled differences in the strength of syllables
may also play a role. The results of the fits are generally
similar to other Stem-ML based intonation models.

7 Conclusions

We have presented a Stem-ML intonation model for the
Standard Yorùbá (SY) language. The model attains a
fitting accuracy of 14 Hz on the testing set, using only
21 adjustable parameters and a very small training cor-
pus. The model shows that the H tone is high and rising
while the M tone is mid-level and weakly falling. The
L tone is falling with tendency toward low. We also
found that the M tone has the highest strength followed
by the L tone and that the H tone is the weakest. Some
of the properties of SY seem similar to Mandarin and
Cantonese, for instance the strength of syllables at the



beginnings of sentences and phrases is enhanced, and
syllables at the end of sentences and phrases are espe-
cially weak.

On-going work is directed towards expanding the
speech corpus and building a more robust prosody model
for SY based on an improved Stem-ML model. Since
the domain of application of our prosody model is text-
to-speech synthesis, we hope to implement a TTS sys-
tem based on the obtained results.
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