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Abstract. A study that how error severity categories depend on the class level software metrics is 

presented through statistical method. The main purpose of the study is to classify error categories based 

on the different number of error occurrences in all the three version of Eclipse Project. The study used 

the all error type to find the software metrics threshold for the three releases of Eclipse project using 

Receiver Operating Characteristic curves. These thresholds are responsible for making difference 

between error-free or error prone classes . But, not all the choosen metrics are able to do that, though 

some of them are capable for that. In future it is not necessary that these software metric thresholds can 

predict the class will definitely have errors. This approach only provide a scientific way for software 

engineers to judge designed class is error prone or error free during design time. 
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1 Introduction                                                                          

Different measurements are important tools for 

achieving quality management in the software 

development process. Two major measurement types 

are product metrics which are used to control the quality 

of the software product (e.g. Defect rates) or process 

metrics which are used to measure  the status and 

progress of the system design process and to predict 

future effects or problem areas(e.g. maintenance 

costs).A common problem in large and complex 

software systems in that they have errors [2].Preventing 

errors from being introduced into software systems 

proves to be a difficult , if not an impossible, task. If we 

cannot completely prevent errors, we want to know 

where in a design errors are likely to occur. To achieve 

this goal( of which classes are likely to have errors in a 

design),many researchers have studied software metrics 

are suggested metrics models [3-7].Although some of 

the metric models proved to be effective in empirical 

studies, they are difficult to use in practice: it is 

impractical for software   engineers to build and run 

some  metrics models on a daily basis. Much recent 

research work has empirically investigated the 

relationship between object-oriented (OO) measures and  

class fault proneness[8-18][23-27]. Once validated such 

measure can serve as leading indicators of fault-prone 
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classes. Fault-prone classes can then be targeted for 

specific quality management action, such as more 

intensive inspections and testing, or they may even be 

redesigned. 

An appealing operational approach for quality 

management using OO measures is to develop 

thresholds. Thresholds are defined as ”heuristic values 

used to set ranges of desirable and undesirable metrics 

values for measured software. These thresholds are used 

to identify anomalies, which may or may not be an 

actual problem”. For example, we can say that a certain 

coupling measure has a threshold of seven. If the 

measured value for a particular class is larger than 

seven, then we could flag that class as high risk.  Kecia 

A. M. Ferreira et.al. [1] presents results of a study on the 

structure of a large collection of open-source programs 

developed in Java, of varying sizes and from different 

application domains. The aim of their work is the 

definition of thresholds for a set of OO software metrics, 

namely: LCOM, DIT, coupling factor, afferent 

couplings, number of public methods, and number of 

public fields. They carried out an experiment to evaluate 

the practical use of the proposed thresholds. The results 

of this evaluation indicate that the proposed thresholds 

can support the identification of classes which violate 

design principles, as well as the identification of well-

designed classes. The method used in this study to 

derive software metrics thresholds can be applied to 

other software metrics in order to find their reference 

values. Raed Shatnawi et al[19] validated the OO 

metrics as measure of design complexity. He also 

conducted few studies to formulate the guidelines, 

represented as threshold values, to interpret the 

complexity of the software design using metrics. 

In this paper, they use a statistical model, derived 

from the logistic regression, to identify threshold values 

for the Chidamber and Kemerer (CK) metrics. The 

methodology is validated empirically on a large open-

source system—the Eclipse project. The empirical 

results indicate that the CK metrics have threshold 

effects at various risk levels. They have validated the 

use of these thresholds on the next release of the Eclipse 

project—Version 2.1—using decision trees. In addition, 

the selected threshold values were more accurate than 

those were selected based on either intuitive 

perspectives or on data distribution parameters.. These 

findings suggest that there is a relationship between risk 

levels and OO metrics and that risk levels can be used to 

identify threshold effects. Again, he used the three 

releases of the Eclipse project and found threshold 

values for some OO metrics that separated no-error 

classes from classes that had high-impact errors. 

Although these thresholds cannot predict whether a 

class will definitely have errors in the future, they can 

provide a more scientific method to assess class error 

proneness and can be used by engineers easily [20]. 

Raed Shatnawi  et al. [21] also showed that power law 

behavior has an effect on the interpretation and usage of 

software metrics and in CK metrics [34]. Many metrics 

have shown a power law behavior. Threshold values are 

derived from the properties of the power law 

distribution when applied to open-source systems.  The 

properties of a power law distribution can be effective in 

improving the fault-proneness models by setting 

reasonable threshold values[21]. Sarabjit Kaur et al.[22]  

used logistic regression to investigate the threshold 

values against the bad smell for the Chidamber and 

Kemerer [34]metrics at five different levels. Two 

versions of jfreechart were used as a dataset to validate 

the study. Only the significantly associated metrics were 

considered for finding the threshold values. The results 

indicate that the CK metrics [34] have threshold effects 

at various risk levels and some metrics have useful 

threshold value at different levels to identify the bad 

smell. 

We believe that meaningful and useful threshold 

values for software metrics must clearly and explicitly 

associated with design factors of interest. For example, 

if we are interested in reducing the probability of errors 

in a module, the threshold for module metrics must be 

associated with module error probability. In this study 

we empirically identify the dependency of software 

metric threshold value on class error probability using 

Receiver Operating Characteristics (ROC). However, 

this method has been used to make decisions about 

diagnostics in radiology to distinguish between healthy 

and ill subjects [23], and in clinical medicine [24].Here, 

classes are assumed as patient and different software 

metrics threshold values are the test which will indicate 

the illness of classes(means a class having software 

metrics value greater than threshold value is more error-

prone compared to those classes having software 

metrics value  less than  threshold value). 

The rest of the paper is organized as follows: Section 

2 deals with the Experimental design which contains the 

details of the selection of software metrics and the error 

data collection. Section 3 deals with Hypothesis used for 

study which contains the description of ROC Analysis, 

http://www.computer.org/search/results?action=authorsearch&resultsPerPage=50&queryOption1=DC_CREATOR&sortOrder=descending&queryText1=Raed%20Shatnawi
http://www.computer.org/search/results?action=authorsearch&resultsPerPage=50&queryOption1=DC_CREATOR&sortOrder=descending&queryText1=Raed%20Shatnawi
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the Binary Categorization results and the Ordinal 

Categorization results. Section 4 deals with the analysis 

and discussion on the applying threshold values in 

practice. Section 5 deals with the  conclusion and future 

scope respectively.  

2 The Experimental Design 

The objective of the study is to find threshold values of 

software metrics that can be used to classify modules to 

different error categories in OO system. The following 

steps are followed to achieve the objective: 

i. To select the software metrics. 

ii. To collect the data- the metrics as well as errors 

data. 

In this study we identify metric threshold values by 

analyzing the association between metrics and errors in 

Eclipse- a widely used industrial-strength system. We 

chose Eclipse because it is Open-Source System and the 

error data are also obtainable .Furthermore, there are 

several versions of  Eclipse available for analysis. We 

collected the software metrics from three releases of 

Eclipse (Versions 2.0, 2.1, and, 3.0) and error data from 

[28, 30].  The error in Eclipse are divided into 

four severity categories (Nominal, Low, Medium and 

High) depending on the impact of errors. We conducted 

statistical analysis to see whether we could identify 

specific metrics values that could classify the Eclipse 

module into different error categories in two contexts: 

 Binary Categorization  and 

 Ordinal Categorization 

In binary Categorization, we investigated whether 

we can classify the classes into the error and no-error 

categories by using specific metric values. In Ordinal 

categorization, we again investigated whether we could 

classify the modules into one of the five categories (no 

error, nominal-impact error, low-impact error, medium-

impact error and high-impact error) by using specific 

metric values. We belief that if we are able to classify 

the modules using specific metrics values, we can use 

these values in practice to classify modules in OO 

design to different error–risk categories, thus the values 

become thresholds for the metrics. In the following 

section, we present how we selected and collected the 

software metrics in the study. 

2.1   The selection of Software Metrics  

The selection of software metrics was a difficult task 

because there are many available metrics. We used two 

criteria in our selection process: 

 The set of metrics cover all aspects of OO design. 

 We have to be able to collect the metrics by using 

automated tool. 

Finally, we selected 24 class level Object-Oriented 

metrics which are discussed in Appendix at the end of 

the References. These metrics cover all aspects of class 

level OO design due to this reason they are belonging to 

coupling, cohesion, inheritance, class complexity and 

class-size metrics. We used JHAWK [32] automated 

tool metric to collect these metrics from the Eclipse 

source code [29]. JHAWK compiled the source code 

and give output as each module name and their set of 

OO metrics. In the next section, we describe how we 

collected the error data. 

2.2  Collection of Error Data 

From [31] where Eclipse bug data set are freely 

available, we collected the error data from  three official 

releases of the Eclipse project (Versions 2.0, 2.1, and 

3.0) This data can be collected from version archives 

like CVS and bug tracking systems like BUGZILLA in 

two steps: 

1.     Identify corrections (or fixes) in version archives. 

2.  Use the bug tracking system to map bug reports to 

releases. 

Pre release bug data are used for study and two types 

of categorization has been done on the pre release error 

data: 

i. Binary Categorization: In this we only used 

two values 0 (means no error) and 1(means 

with error).If a class contains error in it then we 

put 1 in error column otherwise 0. 

ii. Ordinal Categorization: In this we divide the 

error severity into 4 classes. 

For classification our followed steps are: 

A) We find the descriptive statistics of pre error 

data. From that we are able to know the min, different 

number of occurrences of error (nonzero) and max value 

of error data in all classes of every versions of Eclipse. 

B) After that, we again find the descriptive statistics 

of (Min , 25% , 50% , 75%  and Max) the different 

occurrences of number of errors (from min (nonzero) to 

max). 
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C) Based on that we classified class error data into 

one of five categories that are defined as follows:  

 No Error: class containing zero error. 

 Nominal: class containing error in the range  

Min<=error<25% 

 Low :class containing error in the range 

25%<=error<50% 

 Medium: class containing error in the range 

50%<=error<75% 

 High: class containing error in the range 

75%<=error<Max 

 

             Table 1:  Descriptive statistics of error data for all different occurrences of no of errors in Eclipse (2.0, 

2.1&3.0) 

Version Min 25% 50% 75% Max 

Eclipse 2.0 1 9 18 29 69 

Eclipse2.1 1 6 12 18 24 

Eclipse3.0 1 9 18 26 43 

 

Tables 2, 3 and 4 show the descriptive statistics of all 

the three versions of Eclipse. It is observed that that 

the INTR and NSUB value was zero for at least 75% 

of the modules, 50% of the module having LMC 

value zero,25% of the module has MPC, NSUP, 

EXT, FOUT, COH, FIN, INST and LCOM value 

zero. 

3 The Hypotheses 

For our study, we used two contexts: 

 Binary categorization: which classifies classes into 

either No-error or Error category (without 

differentiating error categories). 

 Ordinal categorization: which classifies classes into 

four categories: No-error, Nominal, Low, Medium, 

and High. 

The following are the Null hypotheses for our study: 

• Hypothesis 1: There are no useful threshold values 

of OO metric that divide between the two categories 

of modules (the modules that had errors and those 

modules that did not have NO errors) in the binary 

categorization for the three releases. We look ahead 

to a threshold value for each metric that classifies 

classes into the Error and No-error Categories. 

• Hypothesis 2: There are no useful threshold values 

for OO metrics that divide between any one of the 

error categories (Nominal, Low, Medium, and High) 

and the No-error category. The second hypothesis is 

based on our faith that software metrics can calculate 

module error risk level. We look ahead to threshold 

values (i.e., one for each error-severity level) for each 

metric to differentiate each Error category from the 

No-error category. Though we consider each Error 

category independently against the No-error category, 

we expect a some degree of order among the three 

error categories, i.e., Nominal≤ Low ≤ Medium ≤ 

High. 
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Table 2: Descriptive statistics for all metrics in Eclipse2.0 

 

 

Metrics  Mean Median 
Std. 

Deviation 
Minimum Maximum 

Percentiles 

25 50 75 

NOM 10.3362 6.0000 19.87652 .00 596.00 3.0000 6.0000 12.0000 

LCOM .5897 .0400 9.40281 .00 479.00 .0000 .0400 .2300 

AVCC 1.8995 1.5000 1.47203 .00 26.17 1.0000 1.5000 2.4000 

NOS 74.7053 29.0000 150.73286 .00 3582.00 10.0000 29.0000 78.0000 

UWCS 15.5935 9.0000 35.56403 .00 1646.00 4.0000 9.0000 17.0000 

INST 5.2573 2.0000 20.18810 .00 1050.00 .0000 2.0000 5.0000 

PACK 7.3480 4.0000 10.25624 .00 146.00 1.0000 4.0000 9.0000 

RFC 27.6640 15.0000 39.64387 .00 596.00 5.0000 15.0000 34.0000 

CBO 3.6825 2.0000 4.82179 .00 76.00 1.0000 2.0000 4.0000 

NLOC 98.8993 40.0000 201.74587 .00 5200.00 13.0000 40.0000 103.0000 

FIN 2.1480 1.0000 4.00499 .00 74.00 .0000 1.0000 2.0000 

DIT 1.8515 2.0000 .97964 .00 8.00 1.0000 2.0000 2.0000 

COH .1743 .1000 .22449 .00 1.00 .0000 .1000 .2700 

LMC 2.2976 .0000 5.77804 .00 194.00 .0000 .0000 2.0000 

LCOM2 83.1783 5.0000 755.51965 .00 41126.00 1.0000 5.0000 23.0000 

MAXCC 4.8569 3.0000 7.77601 .00 229.00 1.0000 3.0000 6.0000 

FOUT 1.8627 1.0000 3.14407 .00 69.00 .0000 1.0000 2.0000 

EXT 17.3278 8.0000 26.31608 .00 325.00 .0000 8.0000 22.0000 

NSUP .8985 1.0000 1.00218 .00 7.00 .0000 1.0000 1.0000 

TCC 23.8355 10.0000 48.12150 .00 1222.00 3.0000 10.0000 24.0000 

NSUB .4703 .0000 2.80751 .00 81.00 .0000 .0000 .0000 

MPC 17.3278 8.0000 26.31608 .00 325.00 .0000 8.0000 22.0000 

INTR .2925 .0000 .61960 .00 7.00 .0000 .0000 .0000 

CC 29.0928 13.0000 58.96999 .00 1839.00 5.0000 13.0000 31.0000 
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Table 3: Descriptive statistics for all metrics in Eclipse 2.1 

 

Metrics Mean Median 
Std. 

Deviation 
Minimum Maximum 

Percentiles 

25 50 75 

NOM 10.5589 6.0000 20.55899 .00 613.00 3.0000 6.0000 12.0000 

LCOM .5947 .0400 9.90558 .00 517.00 .0000 .0400 .2400 

AVCC 1.9348 1.5300 1.53548 .00 30.50 1.0000 1.5300 2.4475 

NOS 77.9879 30.0000 156.41658 .00 3592.00 10.0000 30.0000 80.0000 

UWCS 15.9690 9.0000 36.42494 .00 1740.00 4.0000 9.0000 18.0000 

INST 5.4101 2.0000 20.50783 .00 1127.00 .0000 2.0000 5.0000 

PACK 7.6482 4.0000 10.92447 .00 151.00 1.0000 4.0000 9.0000 

RFC 29.1601 15.0000 42.10427 .00 613.00 5.0000 15.0000 36.0000 

CBO 3.6726 2.0000 4.88056 .00 76.00 1.0000 2.0000 4.0000 

NLOC 103.3093 42.0000 209.97243 .00 5221.00 14.0000 42.0000 107.0000 

FIN 2.1461 1.0000 4.08431 .00 75.00 .0000 1.0000 2.0000 

DIT 1.8420 2.0000 .96413 .00 8.00 1.0000 2.0000 2.0000 

COH .1783 .1100 .22668 .00 1.00 .0000 .1100 .2800 

LMC 2.4737 .0000 6.13886 .00 195.00 .0000 .0000 3.0000 

LCOM2 90.1634 5.0000 769.33205 .00 43119.00 1.0000 5.0000 25.0000 

MAXCC 5.0193 3.0000 8.14865 .00 229.00 1.0000 3.0000 6.0000 

FOUT 1.8365 1.0000 3.07557 .00 69.00 .0000 1.0000 2.0000 

EXT 18.6012 8.0000 28.29340 .00 335.00 1.0000 8.0000 24.0000 

NSUP .8855 1.0000 .98587 .00 7.00 .0000 1.0000 1.0000 

TCC 24.8016 10.0000 50.03921 .00 1226.00 3.0000 10.0000 26.0000 

NSUB .4471 .0000 2.74776 .00 81.00 .0000 .0000 .0000 

MPC 18.6012 8.0000 28.29340 .00 335.00 1.0000 8.0000 24.0000 

INTR .2962 .0000 .64061 .00 9.00 .0000 .0000 .0000 

CC 25.0977 10.0000 50.06080 .00 1226.00 4.0000 10.0000 26.0000 
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Table 4: Descriptive statistics for all metrics in Eclipse3.0 

Metrics Mean Median 
Std. 

Deviation 
Minimum Maximum 

Percentiles 

25 50 75 

NOM 10.2326 6.0000 20.35503 .00 845.00 3.0000 6.0000 12.0000 

LCOM .6368 .0400 10.15964 .00 646.00 .0000 .0400 .2500 

AVCC 1.9265 1.5000 1.56149 .00 42.67 1.0000 1.5000 2.4500 

NOS 76.0767 28.0000 158.08140 .00 3614.00 9.0000 28.0000 78.0000 

UWCS 15.3086 8.0000 35.92773 .00 1950.00 4.0000 8.0000 17.0000 

INST 5.0760 2.0000 19.94747 .00 1257.00 .0000 2.0000 5.0000 

PACK 7.8631 4.0000 11.36715 .00 204.00 1.0000 4.0000 10.0000 

RFC 28.7772 15.0000 42.75694 .00 847.00 5.0000 15.0000 35.0000 

CBO 3.6007 2.0000 5.07228 .00 110.00 1.0000 2.0000 4.0000 

NLOC 100.1076 40.0000 205.90128 .00 4879.00 13.0000 40.0000 105.0000 

FIN 2.1212 1.0000 4.16362 .00 109.00 .0000 1.0000 2.0000 

DIT 1.7698 2.0000 .93040 .00 8.00 1.0000 2.0000 2.0000 

COH .1799 .1000 .23473 .00 1.00 .0000 .1000 .2800 

LMC 2.4447 .0000 5.89691 .00 188.00 .0000 .0000 3.0000 

LCOM2 84.2403 5.0000 748.85147 .00 54396.00 1.0000 5.0000 22.0000 

MAXCC 4.9551 3.0000 8.27738 .00 244.00 1.0000 3.0000 6.0000 

FOUT 1.7975 1.0000 3.43117 .00 98.00 .0000 1.0000 2.0000 

EXT 18.5446 8.0000 29.03112 .00 382.00 .0000 8.0000 23.0000 

NSUP .8086 1.0000 .93752 .00 7.00 .0000 1.0000 1.0000 

TCC 24.3188 10.0000 51.06310 .00 1399.00 3.0000 10.0000 25.0000 

NSUB .3972 .0000 2.66535 .00 89.00 .0000 .0000 .0000 

MPC 18.5446 8.0000 29.03112 .00 382.00 .0000 8.0000 23.0000 

INTR .3203 .0000 .67277 .00 9.00 .0000 .0000 .0000 

CC 24.6391 10.0000 51.21183 .00 1405.00 3.0000 10.0000 25.0000 
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3.1 THE ROC ANALYSIS 

ROC is a diagnostic accuracy test [37]. The ROC 

method can be used to assess the quality of the 

information provided by the classification of classes into 

a binary category using a metric. To plot the ROC 

curve, we need to define two variables: one binary (i.e., 

0 or 1) and another continuous. In our study, we have 

two contexts: the binary and the ordinal categorization. 

The classes in the ordinal categorization should be 

considered one by one, i.e., we need to plot the ROC 

curve for each category (Nominal, Low, Medium, and 

High) leaving the No-error category as the option. The 

continuous variable in both categorizations is the metric 

used in the study.  There are four possible outcomes 

from a binary classifier. If the outcome from a 

prediction is p and the actual value is also p, then it is 

called a true positive (TP); however if the actual value 

is n then it is said to be a  false positive (FP). 

Conversely, a true negative (TN) has occurred when 

both the prediction outcome and the actual value are n, 

and false negative (FN) is when the prediction outcome 

is n while the actual value is p.  From P positive 

instances and N negative instances. The four outcomes 

can be formulated in a 2×2 contingency 

table or confusion matrix, as follows: 

                                       

 To draw a ROC curve, only the true positive rate 

(TPR) and false positive rate (FPR) are needed (as 

functions of some classifier parameter). The TPR 

defines how many correct positive results occur among 

all positive samples available during the test. FPR, on 

the other hand, defines how many incorrect positive 

results occur among all negative samples available 

during the test. 

A ROC space is defined by FPR and TPR 

as x and y axes respectively, which depicts relative 

trade-offs between true positive (benefits) and false 

positive (costs). Since TPR is equivalent 

with sensitivity and FPR is equal to 1 − specificity, the 

ROC graph is sometimes called the sensitivity vs. (1 − 

specificity) plot. Each prediction result or instance of a 

confusion matrix represents one point in the ROC space. 

The best possible prediction method would yield a 

point in the upper left corner or coordinate (0, 1) of the 

ROC space, representing 100% sensitivity (no false 

negatives) and 100% specificity (no false positives). 

The sensitivity and specificity are calculated from the 

confusion matrix as follows: 

 Sensitivity=tp rate 

                 =TP/P 

Specificity=1−fp rate 

                  =1−FP/N 

We need a criterion to choose a threshold value for a 

metric (sensitivity, 1-specificty pair) to balance between 

benefits and costs. Our choice is a commonly used 

criterion that chooses the pair that has the maximum 

value for both sensitivity and specificity [38]. In other 

words, we want to minimize false-positives (false 

alarms) and false-negatives at the same time. The 

threshold values obtained from the ROC analysis need 

to be validated by the classification performance of the 

ROC before they can be used in practice. The area under 

ROC curve ranges between 0 and 1—it measures the 

classification performance of using the threshold value 

to put classes into Error (flag alarm) or No-error (don’t 

flag alarm) categories. The graph below shows three 

ROC curves representing excellent, good, and worthless 

tests plotted on the same graph. The accuracy of the test 

depends on how well the test separates the group being 

tested into those with and without the error in classes. 

Accuracy is measured by the area under the ROC curve. 

An area of 1 represents a perfect test; an area of .5 

represents a worthless test. A rough guide for 

classifying the accuracy of a diagnostic test is the 

traditional academic point system: 

The general rule to evaluate the classification 

performance is to find the area under the curve 

(AUC)[38]: 

• AUC=0.5 means no good classification; 

http://en.wikipedia.org/wiki/Contingency_table
http://en.wikipedia.org/wiki/Contingency_table
http://en.wikipedia.org/wiki/Confusion_matrix
http://en.wikipedia.org/wiki/Sensitivity_(tests)
http://en.wikipedia.org/wiki/Specificity_(tests)
http://en.wikipedia.org/wiki/Sensitivity_(tests)
http://en.wikipedia.org/wiki/Specificity_(tests)
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• 0.5<AUC<0.6 means poor classification; 

• 0.6≤AUC<0.7 means fair classification; 

• 0.7≤AUC<0.8 means acceptable classification; 

• 0.8≤AUC<0.9 means excellent classification; 

• AUC≥0.9 means outstanding classification. 

For calculating AU, we have used IBM SPSS 

statistics Version 19. The rationale behind the 

classification of false positive  as false alarm is 

that some classes showing not so good result of 

sensitivity but  good result for specificity value. It 

means the threshold value obtained corresponding for 

this value from AUC not give the right threshold value 

for detecting error free or error prone classes. So, our 

aim is to take those pair of sensitivity and specificity 

value that has higher value of sensitivity (i.e. true 

positive rate) and less specificity (i.e. false positive 

rate).  

 

Figure1: Compairing ROC curve for calculating AUC 

The practical threshold values should have a 

classification performance falls at least within the 

acceptable range. Therefore, the metrics that have AUC 

within the acceptable (or higher) range will be 

considered valid; otherwise, we conclude that we could 

not find a practical threshold value for the metric. The 

ROC analysis is very effective for data with skewed 

distribution and unequal classification error costs [39] 

and is suitable for analyzing our data because our data is 

not normally distributed and somewhat skewed. 

 

3.2   The Binary Categorization Results 

Table 6 shows that the AUC for all metrics in the three 

releases falls below the acceptable range. We consider 

AUC as an indicator of practical and useful threshold 

values. We conclude that the threshold values presented 

in Table VI are not practical, because the classification 

power as represented by the AUC is either fair or poor. 

So, we cannot reject Hypothesis 1 (i.e., There is no 

significant classification in the metric between the two 

categories of modules). Therefore, we could not find 

practical threshold values for the metrics to differentiate 

Error and No-error classes. 

We conclude that the threshold values presented in 

Table VI are only practical for NOS, PACK, RFC, 

NLOC, EXT MPC and CC metrics only for Eclipse2.1 

and Eclipse 3.0 not for Eclipse2.0. Other metric 

thresholds are not practical, because the classification 

power represented by the AUC is either fair or poor. So, 

we cannot fully accept or reject Hypothesis 1 (i.e., There 

is no significant classification in the metric between the 

two categories of modules). Therefore, we could not 

find practical threshold values for the metrics to 

differentiate Error and No-error classes. 

3.3   The Ordinal Categorization Results 

For testing Hypothesis 2, we tried the same experiment 

on more fine-grained error categories (Nominal, Low, 

Medium, and High). The identified threshold values are 

presented in Table 7. In all the three releases, we noticed 

that the metric threshold values for the nominal category 

were either poor or fair. The threshold values for the 

low, Medium and High categories for the NOS, UWCS, 

CC, RFC, NLOC, EXT, MPC, LMC, TCC, PACK, 

NOM, LCOM2, INST, CBO, MAXCC, FOUT and 

AVCC metrics were valid, practical, and useful, because 

their AUCs were within the acceptable and excellent 

range, whereas the AUCs of the other metrics were 

neither practical nor useful, because they were out of the 

acceptable range. Therefore we concluded that 

Hypothesis 2 was rejected  for the NOS, UWCS, CC, 

RFC, NLOC, EXT, MPC, LMC, TCC, PACK,  NOM, 

LCOM2, INST, CBO, MAXCC, FOUT and AVCC 

metrics. Thus, we can use the threshold values for these 

metrics. 

 

 



INFOCOMP, v. 12, no 1, p. 49-63, June 2013 

Table 6: Threshold recognized based on the binary categorization 

Metrics 

Used 

 

Eclipse 2.0 Eclipse 2.1 Eclipse3.0 

AUC Threshold AUC Threshold AUC Threshold 

NOM 0.639 7.500 0.668 6.500 0.686 6.500 

LCOM 0.540 .0450 0.541 0.0450 0.560 0.0450 

AVCC 0.636 1.615 0.675 1.7450 0.660 1.6250 

NOS 0.663 31.500 0.714 38.500 0.717 37.500 

UWCS 0.619 8.500 0.664 10.500 0.689 9.500 

INST 0.561 1.500 0.612 1.500 0.644 1.500 

PACK 0.673 3.500 0.727 4.500 0.706 4.500 

RFC 0.680 15.500 0.720 19.500 0.719 18.500 

CBO 0.587 2.500 0.578 2.500 0.589 1.500 

NLOC 0.663 47.500 0.712 52.500 0.717 51.500 

FIN 0.513 0.500 0.507 0.500 0.537 0.500 

DIT 0.534 1.500 0.537 1.500 0.522 1.500 

COH 0.541 .0450 0.550 0.1050 0.539 0.1050 

LMC 0.642 0.500 0.678 0.500 0.675 0.500 

LCOM2 0.624 5.500 0.625 5.500 0.656 5.500 

MAXCC 0.647 2.500 0.692 3.500 0.686 3.500 

FOUT 0.620 1.500 0.609 0.500 0.615 0.500 

EXT 0.681 10.500 0.726 11.500 0.715 10.500 

NSUP 0.534 0.500 0.533 0.500 0.521 0.500 

TCC 0.658 9.500 0.697 12.500 0.705 12.500 

NSUB 0.502 0.500 0.514 0.500 0.511 0.500 

MPC 0.681 8.500 0.726 11.500 0.715 10.500 

INTR 0.521 0.500 0.536 0.500 0.548 0.500 

CC 0.645 10.500 0.696 15.500 0.709 15.500 

 

4 Analysis and Discussion on Applying 
Thresholds in Practice 

For the binary category, we could not identify useful 

and practical threshold values to separate classes into 

either erroneous or not-erroneous classes. For the 

ordinal category, we identified useful and practical 

threshold values for the  NOS, UWCS, CC, RFC, 

NLOC, EXT, MPC, LMC, TCC, PACK,  NOM, 

LCOM2, INST, CBO, MAXCC, FOUT and AVCC 

metrics. We summarized the identified threshold values 

in Table VIII for both the Medium and the High 

categories. Our expectation was that the threshold 

values in the High category should be higher than that in 

the Low and Medium category. We observed this 

behavior for the Eclipse 2.0 and 2.1version, whereas the 

Versions 3.0 data showed the opposite (i.e., low and 

Medium values are larger than High values). This result 

indicates that our Low, Medium and High categories are 

not so distinguishable. The first reading of it is that this 

was caused by the abnormal distribution of error 

categories. But, for abnormal distributed data the ROC 

analysis is effective [32]. As these categories were 

ordinal rankings, we merged the Low, Medium and 

High categories into one category by finding the average 

of all these three categories of every version and again 

recalculated threshold values for these metrics as shown 

in Table 9. We used the Sensitivity and Specificity 

values (they indicate efficiency in classifying faulty 

classes) to order the metric values in Table IX. We 

noticed that the size metrics (NOS and UWCS) came 

before the (CC and RFC) metrics. This information tells 

that the size metrics are better  indicators of faulty 

classes. These results showed that the threshold values 

differed from one release to another. With the highest 

Sensitivity value as the selection standard, we choose 

the final threshold values for the NOS, UWCS, CC, 

RFC, NLOC, EXT, MPC, LMC, TCC, PACK, NOM, 

LCOM2, INST, CBO, MAXCC, FOUT and AVCC 

metrics and result is summarized in Table 10. These 

values can be used by developers as a guideline for 

designing classes, if the metrics exceed the threshold 

value then, there is chances of error prone classes. 
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Table 7. Threshold values for all metrics 

 

As we did our study on Eclipse, we believe that the 

research results can be generalized to the OO systems 

that are similar to Eclipse—an industrial-strength 

system that is continuously evolving with thousands of 

classes. Our idea is based on the fact that we analyzed 

the system at the class level and drew the conclusions 

from the classes, not from the system. Any OO system 

that is as complex as Eclipse shares (among its class 

structures) common design attributes such as size, 

inheritance, objects, message passing, abstract data 

types, and polymorphism[25]; these are the attributes 

that the metrics measure. The fact that Eclipse is an 

open-source system does not limit our research results to 

just the open-source systems because the open-source 

model adopted by Eclipse is different from that adopted 

by Linux. The Eclipse evolution is managed by a 

centralized team of engineers (in IBM Corporation). In 

this regard, the evolution of Eclipse is similar to many 

large industrial software systems. It is reasonable to 

believe that the software engineering process that 

controls the evolution of the Eclipse project is similar to 

the processes used by other organizations to evolve 

software systems that are similar in size and complexity 

to Eclipse. 
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Table 9. Candidate threshold values and their distributions

METRIC 

USED 

VER. LOW  THR. MEDIUM THR. HIGH  

THR. 

NOM E2.0 9.5 10.50 11.5 

E2.1 11.5 12.50 13.5 

E3.0 11.5 8.50 9.5 

 AVCC E2.0 N/A N/A N/A 

E2.1 2.1050 2.1950 2.1650 

E3.0 2.1050 N/A N/A 

NOS E2.0 32.5 73 77.5 

E2.1 88.5 99.5 123.5 

E3.0 82.5 74.5 70.50 

UWCS E2.0 10.5 17.5 16.5 

E2.1 16.5 15.4 24.5 

E3.0 17.5 14.5 18.5 

INST E2.0 N/A 3.5 4.5 

E2.1 3.5 3.5 17.5 

E3.0 4.5 3.5 4.5 

PACK E2.0 7.5 9.5 12.5 

E2.1 8.5 8.5 12.5 

E3.0 7.5 N/A 6.5 

RFC 

 

E2.0 29.5 33.5 40.5 

E2.1 38.5 42.5 49.5 

E3.0 39.5 24.5 31.5 

CBO E2.0 N/A 4.5 4.5 

E2.1 N/A 3.5 2.5 

E3.0 3.5 3.5 3.5 

NLOC E2.0 57.5 83.5 92.5 

E2.1 114.5 129.5 163.5 

E3.0 111.5 69.5 95.5 

FIN E2.0 N/A 1.500 1.500 

E2.1 N/A N/A N/A 

E3.0 N/A 1.500 N/A 

LMC E2.0 0.500 1.500 2.500 

E2.1 2.500 1.500 3.500 

E3.0 2.500 N/A 1.500 

LCOM2 E2.0 9.500 13.500 42.500 

E2.1 15.500 27.500 25.500 

E3.0 27.5 10.5 18.5 

MAXCC E2.0 4.5 4.5 5.5 

E2.1 5.5 6.5 5.5 

E3.0 5.5 N/A 4.5 

FOUT E2.0 N/A 1.5 2.5 

E2.1 1.5 1.5 2.5 

E3.0 1.5 N/A 1.5 

EXT E2.0 16.5 22.5 31.5 

E2.1 25.5 26.5 33.5 

E3.0 23.5 N/A 20.5 

TCC E2.0 18.5 20.5 31.5 

E2.1 23.5 31.5 36.5 

E3.0 26.5 21.5 22.5 

MPC E2.0 16.5 12.5 31.5 

E2.1 25.5 26.5 33.5 

E3.0 23.5 N/A 20.5 

CC E2.0 14.5 25.5 36.5 

E2.1 30.5 38.5 45.5 

E3.0 31.5 24.5 26.5 
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Table 10. Candidate threshold values. 

Metrics Threshold Rank of use 

NOS 61 1 

UWCS 119 2 

CC 26 3 

RFC 44 4 

NLOC 78 5 

EXT 29 6 

MPC 29 7 

LMC 2 8 

TCC 31 9 

PACK 10 10 

NOM 13 11 

LCOM2 22 12 

INST 8 13 

CBO 4 14 

MAXCC 6 15 

FOUT 2 16 

AVCC 2 17 

 

4.1   Discussion 

The aim of this work is to test the two hypothesis 

defined in hypothesis section .The results shows that 

there are no acceptable threshold values for each Eclipse 

version of the OO metrics that separate between the two 

categories of modules(the modules that had errors and 

modules that did not have errors) in the binary 

categorization. We found the threshold value for some 

metrics NOS, PACK, RFC, NLOC, EXT,MPC for 

Eclipse 2.1 and Eclipse 3.0, but not for Eclipse 2.0. 

That’s why we cannot reject the Hypothesis 1. On the 

other hand , in case of ordinal categorization we got the 

threshold value for some metrics NOS, UWCS, CC, 

RFC, NLOC, EXT, MPC, LMC, TCC, 

PACK,NOM,LCOM2,INST,CBO,MAXCC,FOUT,AV

CC for the merged categories( Low, Medium and High 

categories), but not for the nominal category. Therefore, 

we rejected Hypothesis 2. 

Table 11: Comparison of threshold 

Metrics Rosenberg 

threshold 

Shatnawi et. 

al. threshold 

Proposed 

threshold 

RFC 100 44 44 

CBO 5 13 4 

 

We compared the threshold values that we identified, 

which are tabulated in Table 11, with the threshold 

values suggested by [40] and [20]. We noticed that our 

threshold values are all smaller than theirs (only two 

metrics are common). As our assumption is that there 

are more errors in the modules before the release so that 

smaller threshold values should be able to identify error 

prone modules in the development phase. The result is 

according to our requirement. We then conducted a test 

on their values by applying their threshold values on the 

Eclipse system and calculated the Sensitivity and 1- 

specificity. The test result shows that Rosenberg’s 

thresholds are not useful but Shatnawi et al threshold are 

somewhat useful but not totally useful in finding faulty 

classes in the Eclipse system, i.e., the sensitivity values 

were low. 

5 Conclusions and Future Work 

Eclipse data (bug and metric data) and Statistical 

analysis (ROC and AUC) are used to test the threshold 

values of OO metrics in two context, the binary (Error 

and No-error) and the ordinal .We have used total 24 

software metrics out of which 17 metrics threshold 

value are successfully identified which can distinguish 

between high risk error prone class in the ordinal 

categorization from the No-error classes. We were 

unable to find threshold values for the metrics in binary 

categorization. We believe that our research findings are 

useful for software engineers because our approach help 

them to easily estimate the metric values for the classes 

that they design and our threshold value give them idea 

not to move their  design into a high-risk area. The 

results are beginning because we only validated the 

values using three releases of one system that is in the 

pre-release evolution process. On the other hand, we 

consider that the findings are a good step because the 

values are explicitly associated with a concerned design 

factor: the error proneness of Java classes. In terms of 

future scope we suggest more empirical studies on this 

subject, particularly on how effective these values are in 

various contexts.The thresholds should be applied to 

other software systems for verifying the correctness. 

Since the verification is missing,the thresholds are of 

limited practical value at this stage.We will apply these 

threshold value in future for different software systems. 
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